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ABSTRACT

This paper presents a new text-entry approach based on the
10-finger-system! for multi-touch devices. A unique finger
gesture-to-key mapping system is developed to overcome
the lack of tactile feedback on touchscreens. The missing
tactile feedback is in fact the main reason behind the low
performance of virtual touchscreen keyboards with soft but-
tons. For this reason, we use unique gestures for all 10 fin-
gers based on the German QWERTZ layout of the classical
hardware keyboard. There are two classes of gestures: Taps
and Slidings (Sliding gestures). Taps activate the central row
letters ‘a’, °s’, ‘d’, ‘f”, and j’, ‘k’, ‘1", *;°, while slidings are
used for the remaining neighboring letters. The idea behind
this is to perform the gestures without looking at the “virtual
keyboard” and without tactile feedback. Since the gestures
are based on the QWERTZ-layout, we expect the users to
easier adapt to this new text-input system. By coupling the
gestures to the highly efficient 10-finger-system the perfor-
mance of the text entry can also be improved. We developed
a first prototype, called Gestyboard, and conducted an eval-
uation with 41 pupils who were familiar with the 10-finger-
system.

Through this evaluation, we are aiming to investigate the po-
tential usage and the learnability of the first Gestyboard pro-
totype. The results revealed that despite the complexity of
the finger gestures, the users were able to perform the text
entry with our prototype, and the results also highlighted ad-
ditional improvements to increase the performance of our
concept. As expected the Gestyboard performance achieved
neither that of the classical hardware nor the virtual touch-
screen keyboard because of their vast familiarity and the cur-
rent limitations of the first Gestyboard prototype. However,
the Gestyboard prototype showed a large acceptance and en-
thusiasm among the users. This concept has been developed

IThis is also called the touch typing system in literature, for exam-
ple: http://www.articleclick.com/Article/The-10-finger-system—
touch-typing-for-you-/1004290
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INTRODUCTION

The increased distribution and popularity of smartphones
and tablet devices have led throughout the years to new user
interface challenges in terms of applications and input mech-
anisms. Those new challenges are mainly because of the
lack of keyboard and mouse input in such devices. Due
to the high efficiency and the vast acceptance of keyboard
and mouse as input devices among the users, it is a tremen-
dously known challenge and an ongoing research to develop
touchscreen input mechanisms to compete with them. Con-
sequently, many new touchscreen user interfaces have been
developed in the last years. In this work, we are introducing
a novel concept for text entry.

Many different concepts for smartphones and tablet devices
have been researched and developed, the T9 system, Swype
[6] or a touchscreen version of the QWERTZ layout might
be some famous examples. In literature the latter is often
referred to as virtual touchscreen keyboard or soft keyboard,
and is provided in most of today’s operating systems running
on touchscreen devices, mostly mobile devices and multi-
touch tables. Although the virtual touchscreen keyboards
perform quite well and are very intuitive to the user, their
performance does not match that of the classical hardware
keyboard. It is well known that the missing tactile feedback
on touchscreens hinders the performance of soft buttons [7].
Additionally, in the case of the QWERTZ hardware key-
board the keys ‘f” and ‘j” contain ridges which can be sensed

>The project SpeedUp is funded by the German Federal Min-
istry of Education and Research (BMBF) within the program “Re-
search for Civil Security” (May 1st, 2009 - April 30th, 2012, FKZ:
13N10175). Website: http://www.speedup-projekt.de



and hence recognized by the user. The ridges are there to al-
low the users to blind type on the keyboard and enable them
to sense the keys without activating them. Since such tactile
feedback is missing with the virtual touchscreen keyboard,
the text entry is more error prone and slower. These tac-
tile limitations have to be overcome by a virtual keyboard to
perform comparably to a classical hardware keyboard. For
that purpose, the virtual touchscreen keyboard has to fulfill
the same requirements as the hardware one, which are dis-
cussed in Section “Requirements”. Many research projects
have proposed solutions to reach the classical hardware key-
board text entry performance, some of them are briefed in
Section “Related Work™.

We developed a virtual text input concept and implemented a
first prototype which fulfills the requirements mentioned be-
fore. This concept is based on finger gestures, which consist
of tapping the finger or sliding it horizontally, vertically and
diagonally on the touchscreen. Depending on the finger per-
forming the gesture, a key press event is triggered to perform
a text entry. Since the idea is basically a keyboard based on
gestures, we call it Gestyboard. The core idea of this concept
is to bind and map the key to the finger gesture following
the 10-finger-system (sometimes also called the touch typing
system). This is described in detail in Section “Concept”.
We implemented a first prototype and evaluated it with 41
pupils who had been taught the 10-finger-system at school.
We investigated among other things, the performance of our
Gestyboard prototype by comparing it to different existing
text input mechanisms: the classical hardware keyboard and
the standard virtual touchscreen keyboard. Even though the
performance of both the hardware keyboard and the virtual
touchscreen keyboard could not be reached, the evaluation
results show that there is a high potential for the acceptance
of the Gestyboard by the users. The performance could also
be increased by improving the prototype and offering more
training to the users. Our user test is described in Section
“Evaluation”, the results and discussion are then presented
in Section “Results”. The conclusion and the next steps for
the enhancement of the Gestyboard are discussed in Section
“Conclusion And Future Work”.

REQUIREMENTS

The Gestyboard concept is based on the following require-
ments:

e (R1) No additional hardware, just the multi-touchscreen

e (R2) No dictionary / No word prediction / No database

e (R3) Enable fast typing - comparable to the classical hard-
ware keyboard

e (R4) Enable typing without missing the keys
e (R5) Enable blind typing

RELATED WORK

Many research projects have been trying to solve the issues
introduced in Section “Requirements”. Since the major source
of the problem is the missing tactile feedback on touchscreens,

many proposed solutions have enhanced the touchscreen with
tactile feedback. Hoggan et al. investigated the effectiveness
of tactile feedback for touchscreen smartphones [4] with a
finger-based text input system. According to their results,
the performance of the finger-based text entry can be signif-
icantly improved by providing tactile feedback. To simulate
the tactile feedback, the built-in smartphone vibration actu-
ator has been used. In 2010 Bau et al. introduced a way to
provide tactile feedback for larger devices, like multi-touch
tables: the so called Tesla Touch technology, based on the
electrovibration principle[2].

Even though the tactile feedback improves the performance
of the text entry, in our opinion the speed and the accuracy of
the classical keyboard can not be attained as long as the tac-
tile feedback does not allow the user to clearly distinguish
the edges between the keys by sensing them without acti-
vating them. Additionally, large multi-touchscreen displays
that provide tactile feedback are infrequent and expensive.
Therefore, an alternative is to develop completely new con-
cepts for touchscreen text input systems with no need for
tactile feedback. Kolsch et al. [5] conducted a survey on
virtual keyboards in 2002 and classified them into four main
categories: 1.) Speech Recognition, 2.) Handwriting recog-
nition, 3.) Sign Languages and 4.) Touch Typing. The last
category encapsulates all touch based text input systems;
therefore, the virtual keyboard is a sub-category of Touch
Typing. However, Kolsch et al. did not distinguish between
touch typing with or without requiring tactile feedback. We
introduce in this work a promising multi-touchscreen key-
board, called Gestyboard, that is part of Kolsch category 4:
Touch Typing. The Gestyboard was designed in such a way
that it does not rely on tactile feedback.

The Section “Non-Touch Concepts” introduces one related
work which is not based on a touchscreen, whereas Section
“Touchscreen Concepts” presents touchscreen related text-
input-concepts.

Non-Touch Concepts

A virtual system based on multi level feature matching
There are several projects focusing on hand tracking algo-
rithms to realize a virtual keyboard. For example Du et
al. introduced a new hand-tracking algorithm in 2008 which
can generate high precision matching results for hand typing
postures in near real-time [3]. Since their focus was on the
matching algorithm to improve the detection speed and the
accuracy, there are no results regarding the performance of
the virtual keyboard itself. This hand tracking method could
be used in our Gestyboard concept in future work as an en-
hancement for the touchscreen finger detection algorithm to
increase the robustness of our solution. However, this would
require additional optical tracking hardware which does not
adhere to our first requirement (R1).

Touchscreen Concepts

Firstly, Section “Virtual Touchscreen Keyboard” describes
the standard touch keyboard. Secondly, two examples of
touchscreen keyboards are presented in Sections "Microsoft’s
Split Keyboard” and ”LiquidKeyboard”.



Virtual Touchscreen Keyboard

The most common way to develop a virtual keyboard on a
touchscreen is to clone the layout of the classical hardware
keyboard (QWERTY) and to implement the key pressing de-
tection with the soft buttons. Since cloning the well known
hardware keyboard is intuitive for the user, this concept is
being used in many of today’s operating systems. Windows
7, for example, delivers such a touch keyboard for touch-
screen devices. In fact, we used the Windows 7 touchscreen
keyboard in our evaluation to be able to compare the results
of Gestyboard with it. Recently, even small screen device
operating systems offer such touchscreen keyboards.

A Virtual Touchscreen Keyboard Adapted to the Users Hand

- 2008

In his bachelor thesis, Patrick Bader developed a touchscreen
keyboard which can be adapted to the user’s hands [1]. The
layout and positioning of the keys were designed like a hu-
man hand, as shown in Figure 1. The goal was to reach the
performance of the real hardware keyboard. Unfortunately,
no user oriented evaluation results could be found.

Figure 1. The layout of the touchscreen keyboard from Patrick Bader.

Microsoft’s Split Keyboard - 2009

Mircosoft published the US patent 2009/0237361 Al in 2009
about a virtual touchscreen keyboard which automatically
adapts to the user’s hands [9]. To do so, the keyboard is
split in two parts, one for the left hand and one for the right
hand as shown in Figure 2. If one hand moves or rotates
while it is still touching the surface of the touchscreen, the
corresponding part of the keyboard follows it.

Figure 2. The layout of the touchscreen keyboard from Microsoft.

LiquidKeyboard - 2011

Another virtual keyboard concept for touchscreens, the Lig-
uidKeyboard, has been introduced by Sax et al. in 2011 [11],
[12]. The keys of the virtual keyboard are placed at the po-
sition of the user’s fingers when the display is touched. The
standard QWERTY layout is used to define the position of
the keys. When moving a finger on the screen, the assigned
group of virtual keys follows it. In this way, the keyboard
automatically adapts to the user’s hand physiology. The key
activation method is to tap the keys. Two versions of the Lig-
uidKeyboard were developed and empirically tested. As of
now, there are no user performance related results available,
but this is planned for future research. Figure 3 shows the
LiquidKeyboard when touched with 8 fingers.

Figure 3. The LiquidKeyboard developed at the University of Technol-
ogy Sydney (UTS)

GESTYBOARD CONCEPT AND FIRST PROTOTYPE

Activation of the Gestyboard

To start the text entry process, an activation state is needed
initially for the Gestyboard. When the user touches the mul-
titouch surface with all 10 fingers the keyboard is activated
and a visual feedback is displayed on the touchscreen (see
Fig. 8). The central row of keys (‘a’ ‘s’ ‘d” ‘f” and j° ‘k* ‘I’
‘;”) are placed at the position of the user’s fingers with a QW-
ERTZ layout keyboard and are activated by tapping them.
By sliding a finger horizontally, vertically or diagonally, the
user is able to select and activate the direct neighboring keys
of the central ones. Hence, a group of keys is assigned to
each finger (a horizontal central key plus two or five direct
neighboring keys). In this first prototype, the Gestyboard
does not update the displacement of the user’s hand when it
moves on the touchscreen. The adaptivity of the Gestyboard
to the finger displacement is left out in this prototype, to
focus on the Gestyboard text entry main feature and the de-
sign of finger gestures to successfully perform the 10-finger-
system. Therefore, each finger gesture has to be uniquely
mapped to a keystroke, which is the main feature inherited
from the 10-finger-system as mentioned earlier. For simplic-
ity, we are referencing the fingers as finger 1 to finger 10 (see
Fig. 4) in the following.

Keystroke Activation Gestures

Each finger can activate one and only one key group assigned
to it, based on the 10-finger-system. Figure 5 shows the con-
ceptional layout of the keys. When the keyboard is activated,
the keys ‘a’ ‘s’ ‘d” ‘f” are assigned to finger 1 to 4 and and
the keys ‘j” k™ ‘I % to fingers 7 to 10, respectively. A space
key is a assigned to fingers 5 and 6 (thumbs) and appears at



Figure 4. The numbering of the fingers to be more clear by referencing
them.

their position in the visualization. It is important to mention
that all these keys are not virtual buttons, in a sense that they
are not activated by a finger touch. In fact, their only purpose
is to visualize the QWERTZ layout to guide the users while
typing if they do not master the 10-finger-system.

F1

Figure 5. The conceptual layout of the Gestyboard. Fx : Finger x

The fingers’ gestures for the horizontal central keys

Tapping with a finger always activates the central key as-
signed to that finger, whether or not the tap occurs within
the corresponding square of the visual representation, e.g. a
tap of finger 1 always activates the key ‘a’. Even if the users
tap on key ‘q’ with finger 1, key ‘a’ will still be activated be-
cause the tap represents a unique gesture for this finger. The
same holds true for key ‘s’ and finger 2, key ‘d’ and finger
3, and so forth.

The fingers’ gestures for the neighboring keys : upper and

lower keys

The upper buttons (‘q” ‘w’ ‘e’ ‘r’ and ‘v’ ‘i’ ‘0’ ‘p’) are ac-
tivated by performing a sliding-up gesture with the corre-
sponding finger. For example, to activate the key ‘q’, the
corresponding finger, finger 1 in this case, has to be slid up-
wards the screen. If the finger displacement exceeds a pre-
defined threshold in the upper direction, the letter ’q” will be
activated and hence typed. The same procedure is used for

Go,? Gy d 6.9 600

the activation of the lower keys (‘y’ ‘x’ ‘¢’ ‘v’ and ‘n” ‘m’
‘) ¢)). Again, there is no need to physically hit the corre-
sponding visual representation of the desired keys, the slid-
ing gesture upwards or downwards with the associated finger

defines a unique keystroke activation.

The fingers’ gestures for the vertical central keys

The keys ‘t’, ‘g’, ‘b’,and ‘z’, ‘h’, ‘n’ are a special case, since
they add an extra gesture overhead to fingers 4 and 7. Finger
4 has to be slid to the right and finger 7 has to be slid to the
left to activate the key ‘g’ and ‘h’ respectively. To activate
the keys which are positioned diagonally, a diagonal finger
sliding to the corresponding direction has to be performed.

The fingers’ gestures for Space, Enter, Backspace and Shift
Performing a tap gesture with finger 5 or 6 (thumbs) acti-
vates the space key. The ‘Enter’ key is activated by a sliding
gesture to the right with finger 10, while the ‘Backspace’ key
is activated by sliding the same finger diagonally to the up-
per right. Lastly, the ‘Shift’ key can be activated with either
finger 1 (diagonal sliding to the lower left) or finger 10 (di-
agonal sliding to the lower right). An overview and a sketch
of all the gestures is given in Figure 6.

Tap - Gesture

Sliding — Gesture to the corresponding direction

Figure 6. The overview of the gestures. Fx : Finger x.

Added value of the Gestyboard concept

The rigorous requirements that the Gestyboard follows, listed
in Section “Requirements”, are the main advantages of the
concept. R1 is fulfilled, since no additional hardware like
cameras or digital gloves is needed. Additional hardware
is expensive, reduces flexibility, and in some cases requires
additional effort for calibration. R2 is also fulfilled, since
the Gestyboard is not based on any dictionary or database.
We consider that an advantage, because the user should be
able to type everything, even mixed languages or slang, as
it is the case for the classical keyboard. Of course, text en-
try performance can be dramatically improved with a dictio-
nary and word prediction. However, this is more appropri-
ately done by the applications itself. R3 can not be verified
with the current user evaluation results, since the users did
not have as much training with the Gestyboard as they had
with the classical keyboard. In order to attain high speeds
with the Gestyboard, users need time to get familiar with the
new finger gestures. We believe, that people can get used
to these gestures, seeing that piano players are able to learn
and perform much more complicated finger movements. R4
is however fulfilled by the concept itself. This is due to the
unique finger gesture key mapping system. If the user for
example wants to activate the key ’q’, finger 1 has to be slid
upwards. In the previous example, the upward movement
does not need to be perfectly vertical, since there is no risk
to activate another nearby key with the same gesture. Typing
errors can of course still occur if the wrong finger is used, or
by moving multiple fingers at once accidentally. Fulfilling
RS5 might be one of the most important advantages and an
expected outcome of the 10 finger system: We expect that it
is possible to blind type text if the user get used to the finger
gestures. For the beginners, the keys visual representation is
quite important to actually guide them while typing. We also
expect that the longer the users use the Gestyboard in their
daily life, the higher the chance that they do not rely on the
Gestyboard keys visualization.

Special Challenges



This novel approach also leads to some new special chal-
lenges. The users first have to understand the new input
mechanism. To help them, we provide a visualization for
the fingers gestures which always represent the current state
of the Gesytboard. This current state representation is one
of the 10 usability heuristics of Nielsen [10] that each UI
should fulfill. Another challenge is the human fingers’ er-
gonomics. Sometimes it is not easily possible to move one
finger independently from the others, whether intentionally
or not. When one finger is slid back to the center again,
the other fingers of the same hand will also slightly deviate
from their centered position. We are investigating potential
solutions to this for future work.

The first prototype of the Gestyboard

To get a first impression of the Gestyboard concept, proto-
type version 1.0 was developed using Microsoft Windows
Presentation Foundation framework (WPF). In this version,

the basic gesture detection algorithm was implemented through

a state machine for each finger which determines whether a
sliding or a tap gesture is performed. The direction of the
gesture is not yet integrated in the state machine. Instead,
a hit event is triggered once a key visual representation is
touched as a way to determine the direction of the sliding
gestures. A desired key activation with a sliding gesture oc-
curs when the following conditions are satisfied: 1.) a slid-
ing gesture is detected; and 2.) a hit event is triggered; and
3.) the correct finger id according to the 10-finger-system
is used. If all three conditions are satisfied, then the de-
sired unique finger gesture-to-key mapping is triggered. Al-
though this implementation works similarly to the concep-
tual Gestyboard, there are some important differences which
lead to some limitations in this version. As a consequence,
requirement RS - enabling blind typing - is not fully ful-
filled, since it is still possible to not trigger a hit event by
miss touching a virtual key while performing a sliding ges-
ture. Another limitation can be found in the finger detection
algorithm. Initially determining the finger’s id can be simply
done by numbering them from the left to the right. When a
finger is released from the screen, its last position is stored.
When the finger touches back the screen, its new position is
compared with the previously stored one. If the distance be-
tween those 2 points is less than a specified offset, then the
system considers this finger to be the one released earlier.
Otherwise, the finger is simply ignored by the system. The
users have to try to reposition their fingers within an offset
from their initial position on the screen. Those offsets are vi-
sualized as rings and are at all times visible on the screen as
long as the Gestyboard is active (see Fig. 7). These limita-
tions do not conform with the concept and are derived from
our willingness to test the first prototype and get early re-
sults to evaluate our concept. The next version will satisfy
the whole concept and additionally include improvements
drawn from the user evaluation described in Section Evalua-
tion.

The visualization of the prototype

The visualization of the Gestybord included both: the di-
rect key visualization and the offset visualization. The direct
key visualization is placed directly below the users fingers

Not Touched Rings
Touched Rings
O

Figure 7. Prototype 1.0 of the Gestyboard - The rings visualize the last
fingers positions known by the system. Fingers 1,2 and 5 are touching
the screen, while 3 and 4 are hovering above it.

and might be more intuitive, since a one to one mapping
is used here which requires less mental overload from the
users compared to the offset visualization. The latter shows
the same version of the Gestyboard shifted by a y-offset. In
this case, the users have to map their finger movements to
the deviated visualization of the keys, which might require
more mental effort. Despite that fact, in the offset visualiza-
tion the user’s hands do not occlude the keys visualization,
this is the main reason behind adding the offset to the visu-
alization. We decided to provide both visualizations to the
user to find out their favorite. To avoid overloading our sys-
tem with too much visual information such as animations.
The direct visualization is transparent (alpha = 0.2) which
makes it less pronounced. Despite the transparency, both
visualizations are rendering exactly the same thing; this is
demonstrated in Figure 8.

Offset Visusalization

Direct Visusalization

Figure 8. Two visualizations of the Gestyboard are provided to the user.
Direct: Appears directly below the user’s fingers. Offset: An additional
visualization with a y-offset to 1.) avoid occlusion issues; and 2.) find
out which visualization is preferred.

To let the user know where the fingers are relative to the
Gestyboard, a slider is displayed with each group of keys.
The slider represents the current fingers position within the
Gestyboard. Thus if, for instance, an ‘h’ is typed the slider is
placed above the key visualization of the letter ‘h’. However,
the key label is still visible, since the slider is transparent (see
Fig. 9).



Figure 9. The current position of each finger relative to the Gestyboard
is visualized by a slider (see Letter "H’).

There is a slider for each finger. Consequently, multiple slid-
ers can be moved simultaneously, similar to pressing multi-
ple keys on the classic keyboard. The letters are also typed
in the same order as they are activated by the user. The only
difference to the classical keyboard is that there is no auto-
repeat feature in this version of the prototype. This will be
added in future work.

EVALUATION

We performed a within-subject evaluation to compare our
Gestyboard (G) with both a virtual touchscreen keyboard (T)
and a classical hardware keyboard (C).

Participants

We evaluated our first Gestyboard prototype with 41 pupils
from a junior high school, 26 males and 15 females, all right-
handed. All of them have been taught the 10-finger-system
in school on a standard computer with a classical hardware
keyboard for at least 2 years. It was important that all our
participants knew how to type with the 10-finger-system as
this is an essential prerequisite skill to use the Gestyboard.
We evaluated pupils from different class levels to see if there
was any difference in the performance between beginners
and more experienced typists. The youngest among them
had been taught typing at school for 2 years, these were 21
pupils aged between 12 and 14 (group 1). The school re-
quires that the pupils of this level have a typing speed of 80
characters per minute. Additionally, 6 pupils had a learning
experience of 3 years (age 14-15) with a typing speed of 90
characters per minute (group 2) and the last 14 had an ex-
perience of 4 years (age 14-17) with a typing speed of 100
characters per minute (group 3). We selected participants
with various typing skills in order to have a large variety in
terms of experience.

Of the 41 participating pupils, 29 owned a touch device such
as a smart phone. Any kind of touch devices are used at least
once a week by 25 pupils, 9 pupils use these devices rarely
(less than once in a week) and 7 have never used any touch

device at all. 29 pupils use computer daily and 34 type a text
more than once a week. Text messages are written by 21 of
the pupils on their smart phones at least once a day, 4 have
never written any text messages.

Apparatus

The tests were conducted during normal class hours at the
school in a separate room next to the class room. We had six
different stations for six different tasks, these included three
typing stations in order to compare the three different key-
boards. The hardware keyboard station consisted of a normal
computer monitor and a standard hardware keyboard with
German Layout (position of *Y’ and ’Z’ are swapped). For
the virtual touchscreen keyboard we used a ruggedized tablet
PC with dual touch input. The Windows 7 onscreen key-
board was used for text input on the tablet PC. The Gesty-
board was shown on a 3M Multitouch Monitor with a size
of 22” and a multitouch capability of more than 20 fingers
at a time. As a software we used Tipp10?, which is an open
source typing tutor. We created our own typing lessons in
Tipp10 - one for trying out the Gestyboard which consisted
of two sentences and another one for the actual evaluation.
The latter lesson consisted of seven English sentences and
an English pangram, which contain every letter of the al-
phabet. The complete text sums up to 248 characters. The
seven sentences were chosen from a predefined phrase set
for evaluating text entry techniques by MacKenzie et al.[8].
The frequency of each letter in each sentence represents the
frequency of the letter in the English language in general.
Although the current prototype allows use of the shift-key by
combining the shift-key gesture with any other key gesture,
uppercase letters have been removed from the sentences in
order to focus on the gestures which can be activated with
just one single finger-gesture. To type uppercase letters, the
user would have to perform both the gesture for the shift-key
as well as the gesture for the desired letter. This feature was
kept out of the first evaluation to avoid the additional com-
plexity, and it is planned to investigate two-level-gestures in
details in future work.

Tipp10 presents the text to type in a continuous text ticker.
The speed of the ticker is controlled through typing. The
ticker stops when a wrong character is pressed and proceeds
again by pressing the correct letter. We measured the follow-
ing data with Tipp10: duration to type the eight sentences,
overall number of errors and the number of errors per char-
acter.

Procedure

In order to make the evaluation as efficient as possible, we
tested three pupils at once - each supervised by a different
instructor. The following six different tasks were executed
by every participant:

1. Introduction + demographic data: We introduced the par-
ticipants to the evaluation environment and collected de-
mographic data

*http://www.tippl0.com/



2. Ergonomic test: A test to evaluate the user’s ability to
move single fingers separately

3. Text entry with the standard hardware keyboard

4. Text entry with the virtual touchscreen keyboard

5. Learning phase of the Gestyboard with two practice phrases,

followed by text entry with Gestyboard

6. Interview and Feedback: Qualitative feedback about the
preferences and the problems encountered with the differ-
ent keyboards was collected through an interview after the
test

Each task was explained beforehand to the participants. We
demonstrated first how to type with Gestyboard. A learning
phase followed, where they wrote two practice sentences.

In summary, the design of the study was as follows:

3 techniques x 248 characters = 744 characters per person;
744 characters per person x 41 persons = 30504 characters
entered in total;

additionally 2 practice phrases with 62 characters x 41 per-
sons: 2542 characters

Hypotheses
Our hypotheses before the evaluation were the following:

e (H1) The hardware Keyboard is faster in terms of typing
speed than the virtual touchscreen keyboard and the vir-
tual touchscreen keyboard is faster than Gestyboard. We
suggest this due to the fact that the hardware keyboard
is the one with which most people are familiar, the vir-
tual touchscreen keyboard has the disadvantage of lacking
haptic feedback and Gestyboard is a completely new input
mechanism.

e (H2) ‘a’, *s’, ‘d’, f°, j°, ‘’k’, ‘I’ are the characters with
the lowest error rate. We predict this because the fingers
are initially placed on these characters in the initial typing
position.

e (H3) The characters ‘z’, ‘h’, ‘n’, ‘t’, ‘g’, ‘b’ are most
error-prone due to their position on the keyboard. Only
both index fingers (finger 4 and 7) are in charge of typing
these 6 letters; each index finger has to move vertically,
horizontally and diagonally to type these letters.

e (H4) The letters ‘n” and ’b’ have a higher error rate than ‘t’
and ‘z’, because the index finger has to perform a diagonal
movement down to type ‘n’ and ‘b’.

RESULTS

The typing speed, the total error rate and the error rate per
character were calculated using the values which were mea-
sured with Tipp10. A correlation analysis was performed in
order to find out if for example, the typing speed of the touch
keyboard correlates with the typing speed of the Gestyboard.
Our results of the the evaluations are presented below.
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Figure 10. Characters per minute with 3 different keyboards.
Whiskers represent 95% confidence interval.

Typing Speed
We calculated the typing speed as characters per minute (cpm)

through this formula: —total characters _
total time in minutes

Our results show that all of the pupils had a faster typing
speed with the classical hardware keyboard than required
from the school (group 1 had an average typing speed of
137.66 cpm (required is 80 cpm), group 2: 168.84 cpm (re-
quired is 90 cpm), group 3: 225,47 cpm (required is 100
cpm)). The overall average text entry speed is: 174.41 cpm
with a ST D = 68.75 for the classical hardware keyboard,
75.79 cpm with ST D = 17,51 for the virtual touchscreen
keyboard and 31.03 cpm with ST'D = 6.81 for Gestyboard,
see also Figure 10.

The classical hardware keyboard is significantly faster than
the virtual touchscreen keyboard with ¢(36) = 10.07, p <
0.01 and the virtual touchscreen keyboard is significantly
faster than Gestyboard with ¢(36) = 14.20, p < 0.01. Hence,
HI is verified.

Total error rate

Errors are counted per character and not by the number of
wrong inputs. If the user typed more than one wrong charac-
ter after each other, it is counted as one error for the specific
character. For example the correct sentence is:

see you later alligator

the user typed:

sedfe asyou latwer alligator

This is in total 3 errors, 2 errors for letter ‘¢’ and 1 error for
letter ‘y’. For the total error rate all errors of all characters
are summed up. The total error rate in percentage is calcu-

lated as the following: fofaLerrors 10

Mean error rate was the following for the three keyboards:
The classical hardware keyboard 4.32% with ST D = 2.60,
the virtual touchscreen keyboard 7.90% with ST D = 4.88
and Gestyboard 45.23% with ST D = 13.75, see Figure 11.
The classical hardware keyboard and the virtual touchscreen
keyboard are very significantly different ¢(36) = —4.74,
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Figure 11. Total error for 3 different keyboards. Whiskers represent
95% confidence interval.

p < 0.01, the same is also correct for the virtual touchscreen
keyboard and Gestyboard #(36) = —15.56, p < 0.01. There
was no significant difference however in the error rate nor
the speed between the three different classes, which had un-
equal experience with typing.

Error rate per character

In addition to the total error rate, the error rate per character
was also analyzed. Figure 12 shows the mean values of the
error rate in percentage over all participants. Each character
is ordered as in the Gestyboard layout in three rows and two
groups, for the left and the right hand. The height and the
color encode the error rate of each character. The color cod-
ing goes from light green for a low error rate to a dark red
for a high error rate.

Figure 12. Mean error per character for Gestyboard input.

The mean error rate for the upper row is 49.0%, for the mid-
dle row is 46.0% and for the lower row is 55.4%. What we
can say about H2 is that not all of the horizontal central keys
from the initial middle position (‘a’ ‘s’ ‘d” ‘f* and ‘j° ‘K’
‘1’) are easier than the rest of the characters, especially ‘k’

(60.25%) one of the direct tapping keys is nearly as error
prone as ‘enter’ (59.61%) which requires a right sliding ges-
ture of the little finger. This result is also represented in our
statistics as we have no significant difference between the
initial direct tapping characters and the neighboring sliding
letters.

Concerning H3: The index finger letters, which are not di-
rectly under the finger (‘z’ ‘h” ‘n” ‘t’ ‘g’ and ‘b’) have a mean
error rate of 56.65%, whereas the rest of the characters have
a mean error rate of 46.27%. A paired sample t-test showed
values of ¢(5) = 2.5 with p < 0.05. We have a significant

difference between the two groups of letters.

The five toughest characters were ‘b’ (70.76%), ‘n’ (69.23%),
X’ (69.23%), ‘" (66.74%), ‘k’ (60.25%). Least problems
appeared for ‘e’ (33.72%) and ‘space’ (37.21%). The most
problematic characters ‘b” and ‘n’ are typed both through
a diagonal down sliding movement. ‘t’ (66.74%) and ‘z’
(50.0%) which are written through a diagonal up movement
of the index finger have lower mean error rate, however the
values are not significantly different from ‘b’ and 'n’ as we
suggested in H4.

Correlation analysis

A correlation analysis and a following bivariate linear re-
gression analysis showed that there is a significant linear
dependence between the error rate and the characters per
minute with the Gestyboard (p < 0.01), with a regression
line of y = 40.16 — 0.203z, see Figure 13. The correlation
is a weak negative relationship. This means, that if the er-
ror rate increases, the typing speed falls. We suggest, that
the users who had a lower error rate adopted quicker to the
Gestyboard and could type faster than those who had prob-
lems with the usage of Gestyboard.

Pearson’s correlation coefficient is » = 0.402 and the co-
efficient of determination that will give some information
about the goodness of fit of the model, shows a distribution
of 72 = 0.162 or 16%. This means also that 84% of the vari-
ance in the diagram is influenced by other variables not part
of the model. Hence, we run a multi regression analysis in
order to find other influencing variables. We tested gender,
class level, error rate of the touch keyboard, error rate of the
classical hardware keyboard as well as the multitouch expe-
rience. However, none of them showed a significant differ-
ence. Neither had the usage of the mobile phone, keyboard
or computer and also not the experience with the computer
any significant influence.

Qualitative Feedback

We asked the participants to express their suggestions for
improvement, further usage, difficulties, preference, physi-
cal and mental demand as well as whether their knowledge
of the 10-finger-system has some benefit or not. This inter-
view was conducted after the evaluation with every partici-
pant individually.

Improvements and difficulties
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Figure 13. Scatter plot showing the correlation between error rate and
characters per minute with the Gestyboard.

Several different categories were mentioned for improving
the Gestyboard.

Movement The sliding gesture for the upper and the lower
row as well as performing two different gestures, sliding
and tapping, were mentioned frequently as being prob-
lematic. The movements were uncommon and therefore
not that much liked. Especially sliding had the disadvan-
tage that it is not always possible to move all fingers indi-
vidually without moving other fingers too. This resulted
in mistyping. Some of the pupils would therefore prefer
tap movements instead of the combination of both move-
ments.

Some subjects described that they had less problems with
the movement after practicing it for a while. The pupils
reported, that their motivation increased during the test to
get even better after some more training. Interestingly, we
got also some sporadic answers saying that the movement
was not a problem at all.

During our test we had also the chance to speak to a teacher,
who teaches the pupils typing. We got very valuable feed-
back concerning the two different movements. She ex-
plained that besides the standard process of typing with a
classic keyboard, Gestyboard requires, that the typist has
to differentiate for each letter if a sliding or tapping move-
ment has to be performed. This adds additional mental
load for typing with Gestyboard.

Automatic reset to initial position Furthermore, the pupils
mentioned that it is cumbersome to push the sliders of
Gestyboard upwards to type any key in the upper row or
downwards to type any key in the lower row and then drag
it back again to the initial position in the middle row. An
automatic reset is preferred, which sets the slider automat-
ically back to its initial position if it is released somewhere
else than there.

Difficult keys It was also mentioned that some keys were

more difficult than others. Especially the movement of
the little finger caused problems. This finger is also used
for the Enter key. Furthermore, also the space key was
mentioned as being problematic. Both keys appear very
frequently in a text and we are investigating other specific
gestures or placement in order to type them more easier.

Typical statements from the users were:

“Typing is strange, because with the classic keyboard one
normally pulls the finger up.”

“...But the switch between tapping and sliding is not that
good.”

“There is a ring under my finger, if this is away I need to
click once more.”

“I think it is better, if it is just tapping like on a normal smart-
phone.”

Physical demand

We asked the users if typing was exhausting for their hands
and if they felt any pain in their hands after the session. The
answers did not show a clear direction. Some subjects re-
ported their hands’ fatigue, while others did not. After fur-
ther analysis it was observed that, that more female users
expressed their hands fatigue.

Mental demand

The pupils also described, that the mental demand was higher
with Gestyboard than on a classical hardware keyboard and
subjects had to think more. Primarily the searching for the
letters was a reason for that. Although the pupils knew the
10-finger-system, it was difficult to get used to Gestyboard
with its division into two parts for the left and right hand. It
was often reported, that it was especially hard to use initially,
but became easier with practice. In this category there were
three times as many negative statements as positive ones.

Benefit of 10 finger typing knowledge

We got 3 times more positive than negative answers when
we asked if they had any profit from knowing the 10-finger-
system. Positive responses were 300% greater in number
than negative when pupils were asked if they benefitted from
knowning the 10-finger-system.

Further usage and preference

The majority of the participants would like to use the Gesty-
board in future. A lot of them would like to train to get better
in typing with it. There were only very few people who did
not want to use Gestyboard any further and prefer a touch
keyboard, because it was too slow or unfamiliar. The prefer-
ence for the Gestyboard is visible in the answers as we got
almost 150% more positive answers about the familiariza-
tion then negative.

Several typical statements from the pupils that show their
opinion:

“If I would use it more, than I could write very quick.”

“It is funny to use and interesting.”

“There is a difference to the classic keyboard, but if I type
longer I would get used to it.”



“Gestyboard makes more fun. I prefer it, if I had to chose.”

Despite several weaknesses Gestyboard shows high poten-
tial for the future with further improvements. If it adapts
better to the user needs, it will reduce current disadvantages.
We believe also that with further training and regular use
Gestyboard can overcome its weak points.

CONCLUSION AND FUTURE WORK
We present through this paper a novel text entry mechanism
based on the 10-finger-system for multi-touch devices. Most

virtual touchscreen keyboard performance suffers mainly from

the lack of tactile feedback. For this reason, we designed
unique gestures for all 10 fingers based on the QWERTZ
layout. A unique finger gesture-to-key mapping system is
developed to overcome the lack of tactile feedback on touch-
screens. The gestures are constituted of taps and slidings.
Taps activate the central row letters while slidings are used
for the direct neighboring letters in the other rows. Since the
gestures are based on the QWERTZ-layout, we expect the
users acquainted with the 10-finger-system to easily adapt to
Gestyboard and to be able to, after some training, perform
the key gestures naturally and blind type. We implemented
a first prototype and compared it to both the classical hard-
ware and the virtual touchscreen keyboard in an extensive
evaluation.

The results of our qualitative interviews with the test users
show that most of our users liked the Gestyboard concept
and would like to continue using it. Besides the training
to improve the users’ performance of the Gestyboard there
are also some possibilities to improve our first prototype.
Among other things, we plan to realize the full concept of
the Gestyboard by changing the keystroke activation method
from the hit-test to a pure gesture based one in the future
to fully support blind typing. Another improvement will be
enhancing the finger detection mechanism. By eliminating
the need for retouching the virtual rings when fingers are
released the speed of the text-entry will also be improved.
To avoid the mental effort required by the need for differ-
entiating between sliding or tapping for each letter we plan
further to change the concept in a way, where just sliding
gestures are used to perform a keystroke. Additionally, we
plan to change the space key activation gesture to the fol-
lowing: tap the screen with both hands. The reason behind
this is, that the thumbs can than be used for other keys which
are not included in the concept yet, like CTRL and ALT. As
a side effect, the users will automatically reset the fingers
positions after typed each word. Finally, we plan to con-
duct two additional evaluations with the next version of the
Gestyboard: 1.) a longterm evaluation to extract some re-
sults about learnibility; and 2.) an evaluation with no visual
feedback to assess the Gestyboard blind typing abilities.
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