Abstract—A critical requirement for AR applications with Optical See-Through Head-Mounted Displays (OST-HMD) is to project 3D information correctly into the current viewpoint of the user – more particularly, according to the user’s eye position. Recently-proposed interaction-free calibration methods [16, 17] automatically estimate this projection by tracking the user’s eye position, thereby freeing users from tedious manual calibrations. However, the method is still prone to contain systematic calibration errors. Such errors stem from eye-/HMD-related factors and are not represented in the conventional eye-HMD model used for HMD calibration.

This paper investigates one of these factors – the fact that optical elements of OST-HMDs distort incoming world-light rays before they reach the eye, just as corrective glasses do. Any OST-HMD requires an optical element to display a virtual screen. Each such optical element has different distortions. Since users see a distorted world through the element, ignoring this distortion degenerates the projection quality. We propose a light-field correction method, based on a machine learning technique, which compensates the world-scene distortion caused by OST-HMD optics. We demonstrate that our method reduces the systematic error and significantly increases the calibration accuracy of the interaction-free calibration.

Index Terms—OST-HMD, calibration, undistortion, optical see-through display, light field, INteraction-Free Display CAlibration (DICA), SPAAM, eye tracking

1 INTRODUCTION

Optical See-Through Head-Mounted Displays (OST-HMDs) have lately gained much interest, as typified by recent consumer-level products like Google Glass, EPSON BT-200, etc. We believe the trend will mark a watershed in the democratization of Augmented Reality (AR), where people enjoy seeing AR content in the real world in real time, at any time and place. Realizing such experiences requires an OST-HMD system to keep the virtual and physical objects consistent in various aspects – temporally [37, 8, 3], visually [19, 23, 6, 5], socially, and spatially [34, 2]. Lacking any of these consistencies degrades the user experience. Spatial consistency, in particular, is one of the most fundamental requirements for AR applications with OST-HMDs [4, 14]. It is the focus of this paper.

Spatial consistency relates to presenting information geometrically aligned with real objects, i.e., virtual 3D information must be rendered on the 2D virtual screen of an OST-HMD worn by a user in perfect alignment with the 3D-2D projections of real objects onto the user’s retina. To this end, the path of the 3D-2D projection rays from the 3D world through the HMD into the user’s eye needs to be calculated. In other words, spatial consistency requires careful calibration of an eye-HMD system consisting of an eyeball and the virtual screen of an OST-HMD. Mission-critical AR applications such as medical AR [26, 4] especially depend on accurate calibration quality. Achieving such accurate, or even indistinguishable, registration quality is our ultimate, long-term goal.

Manual calibration methods, such as the Single Point Active Alignment Method (SPAAM) [4], estimate the 3D-2D projection by requesting users to align a series of 3D points in the physical world with 2D dots on the virtual screen. The calibration procedure is impractical for the daily use of OST-HMDs, since users have to recalibrate the system whenever they move the HMD – which happens frequently. In contrast to such manual methods, we have developed an automated calibration method, INteraction-Free DIspay CAlibration (DICA) [16]. It continuously estimates the appropriate projection matrix based on the user’s current eye position, which is automatically tracked by an HMD-mounted eye camera.

Although the automated method frees users from manual calibration, our most recent calibration results still contain systematic errors due to simplistic eye-HMD modeling [17]. We have presented a sensitivity analysis of a number of calibration and registration parameters, indicating which of them are most critical for reducing systematic errors. Yet, they neglected to model an important fact of the system: optical elements of OST-HMDs distort incoming world-light rays before they reach the eye (Fig. 1), just as corrective glasses do.

In common OST-HMD designs, the light rays of an image that arrive at the user’s eye are collimated, showing images at virtual infin-
ity [11] or are perceived as a 3D planar screen floating mid air in practice. While this property is desirable to align the image and the user’s eye easily, it requires curved optical elements which inevitably distort light rays incoming from the world [14]. Since users see a distorted world through these elements, ignoring the distortion degrades the registration quality.

This paper proposes a method to compensate the world light-ray distortion caused by OST-HMDs’ optical elements. The method estimates a 4D-to-4D mapping between the original light field and the light field distorted by the optics in offline. After computing the mapping, the method compensates distortions on the virtual screen w.r.t the eyeball center. We first validate the compensation method in the camera-based OST-HMD setup and show that the method significantly reduces the calibration error. We then further evaluate our method in an actual interaction-free OST-HMD calibration setup with a real user involved. The result shows that the compensation reduces the systematic error, and again significantly improves the overall calibration quality.

As a summary, our contribution includes the following:

- We provide a formulation of the lens distortion caused by the optical elements of HMDs that distort the transmission of light rays.
- We provide an offline calibration procedure to learn a mapping which corrects the light-field distortion. The procedure is required only once per HMD.
- We demonstrate that applying the correction method reduces the systematic error which has existed in conventional camera-based and user-based calibrations and significantly increases the calibration accuracy.

In Section 2, we present undistortion techniques for optical distortion effects in imaging systems, and discuss the relationship to our method. In Section 3, we present the conceptual foundations of our approach. Section 4 describes a technical implementation of the approach. Section 5 presents results, verifying the method in a camera-based setup and evaluating it in a user-based interaction-free OST-HMD calibration setup. The section also discusses the current status, shortcomings of the method and future steps. The major lessons learned thus far are summarized in the concluding Section 6.

2 RELATED WORK

The following subsections present an overview of topics related to the correction of optical distortion effects in imaging systems.

2.1 Spatial Calibration of OST-HMDs

Existing calibration methods model an eye-HMD vision system, such as ours in Fig. 2, as an off-axis pinhole camera where the virtual screen \( S \) of the display is the image plane, and the eyeball center \( E \) is the camera center (Fig. 3). The model is represented by a 3-by-4 projection matrix \( P_{wk} \) which projects a 3D point from the world \( W \) to a user view on the screen \( S \).

Manual methods, such as SPAAM, require at least six 3D-2D correspondences to estimate the matrix (Fig. 3 top right). On the other hand, an automated method such as DICA (Fig. 3 bottom left and right) does not require such user-based alignment. Instead, it tracks the eye position and computes the projection matrix together with some precalibrated parameters.

The automated method actually has two formulations. The formulation of Recycled DICA (Fig. 3 bottom left) reuses an old projection matrix from a prior eye position \( E_0 \) and updates this old projection matrix by taking the new eye position \( E \) into account. The formulation of Full DICA (Fig. 3 bottom right) calculates the current projection according to precalibrated HMD parameters such as the relative pose between an eye-tracker \( T \) and a world camera \( W \), the pose of the HMD’s virtual screen \( S \) w.r.t the world camera, and the apparent size \((\alpha_x, \alpha_y)\) of the virtual screen pixels [17]. This formulation has 17 degree of freedom (DoF) including the eye position.

Although DICA is suitable for practical use, it is prone to contain systematic errors possibly stemming from its simplified eye-HMD system modeling [17]. The model mainly consists of two independent parts: eye-dependent and HMD-dependent parameters. The former relate to anatomical eye parameters such as the eye-ball radius. The latter relate to optical characteristics of the optical components of an HMD such as the virtual screen pose and optical distortion. This distortion effect is the prime issue that we investigate in this paper.

2.2 Undistortion for Cameras

As mentioned in the previous section, existing OST-HMD calibration methods assume the eye-HMD system to be an (off-axis) pinhole camera [1]. The model is commonly used in computer vision, where lens distortion is one of the most essential problems [32]. Parametric distortions in the 2D image space, e.g. radial and tangential distortions, affect ordinary lenses the most, and thus are commonly sufficient to perform image undistortions [36, 7]. For heavily-distorted lenses, such as fish-eye lenses or catadioptric optics, some approaches employ non-parametric distortion models [12, 29].

An important difference between conventional cameras and eye-HMD systems is that camera models may assume that the camera center w.r.t. camera’s image plane is static, while HMD models must expect that the center, i.e. the user’s eyeball center, is dynamic w.r.t. the image screen of the OST-HMD. Therefore, to undistort an eye-HMD system, it is necessary to estimate distortions relative to the possibly moving eyeball center.

2.3 Undistortion for HMDs

Vincent and Tjahjadi [35] propose a non-parametric approach for Head-Up Display (HUD) calibration. Their method undistorts images by first estimating a homography between ideal and distorted grid images and then computing further offsets per grid by fitting a B-spline surface to the data to compute a non-parametric undistortion model. While their method can handle complex distortions, such as those caused by HUD optics, it needs to re-learn the distortion parameters whenever the eyeball center moves.

A key observation of these undistortion methods is that they only estimate a 2D mapping between a distorted and the original image. Given a camera, a 2D mapping is only valid for one camera center known beforehand. Unlike in cameras, the eyeball center changes dynamically in an eye-HMD system. A naive way to apply these methods to the eye-HMD system is to estimate a 2D mapping once for a predefined eyeball center, and then reuse the mapping for different users [35]. Obviously, this does not assure that the learned mapping...
undistorts images properly for arbitrary eyeball centers. A second possible option would be to learn several mappings at different eyeball centers, then select a mapping of a predefined eyeball center nearest to the current position at runtime. This approach might work more accurately than the first one, yet again it does not produce a correct undistortion for every new eyeball center. The third approach would be to further learn a regression function of those 2D mappings, namely learn a super function which returns a 2D mapping given an eyeball center. This approach assumes that two 2D mappings of two eyeball centers close to each other are similar in some sense. This assumption requires a careful definition of the distance between the 2D mappings used, e.g., a distance of radial distortion coefficients, factorial distortion parameters, etc.

In this paper, we extend the last idea to the 4D domain—the light field space. Remember that we are concerned with the distortion caused by an optical element of an OST-HMD. Physically speaking, the distortion is due to the fact that the optical element distorts all incoming light rays from the scene passing through the element. Under the assumption that the optical element smoothly distorts the light rays, i.e., similar incoming light rays are distorted similarly, it is our problem to find a 4D-to-4D mapping between the original light field and the distorted light field. Once the mapping is given, we can readily create a 2D mapping for a given eyeball center.

2.4 Light-field Representation

A light field or Lumigraph is a 4D function representing the light rays passing through a 3D space (Fig. 4 bottom) [10, 22]. The representation has been used for rendering photorealistic visual effects such as reflection and refraction in computer graphics [13], and applied to model light-field displays [18, 15] and light-field cameras [25] in computational photography.

2.5 Non-parametric Regression

We use non-parametric regression to estimate the mapping between light fields. In machine learning, regression is one of the most fundamental methods. Given training data \{(x_k, y_k)\}_k with \(k\) samples, a regression method finds a function \(y = f(x)\) which explains the dataset best in a statistical sense. If candidates of \(f\) is limited within a function class \(g(x | \theta)\) with parameters \(\theta\), then the problem is called parametric regression. Image undistortion based on a radial distortion model is an example of this problem. On the other hand, if \(f\) is estimated locally based on the data itself, it is called non-parametric regression. For example, the B-spline regresses a function \(f\) by tuning the amplitude of each basis function which is uniformly distributed in the data domain. The so-called kernel regression method is similar to B-splines. Yet, it is more concise in the sense that the method regresses \(f\) by radial basis functions located at each data point [30].

3 METHOD

This section explains the spatial calibration of the eye-HMD system and the distortion estimation of the optical elements of the display.

3.1 Notation

Bold lower/upper-case letters denote vectors/matrices such as a translation vector \(t\) and a rotation matrix \(R\). \((\cdot)^\top\) denotes transpose vectors and matrices. If a matrix is explicitly written with its elements, zero elements are left blank for clarity. Lower-case letters represent scalars. Upper-case letters denote coordinate systems such as the world coordinate system \(W\). Given a coordinate system \(A\), a 3D point in \(A\) is denoted by using vectors with the coordinate symbol as the lower index: \(x_A\). Given coordinate systems \(A\) and \(B\), the relative transformation from \(A\) to \(B\) is described by \((R_{AB}, t_{AB})\) where \(R_{AB}\) and \(t_{AB}\) stand for rotation and translation respectively. Furthermore, explicit transformation of a 3D point \(x_A\) in \(A\) to \(x_B\) in \(B\) can be written as \(x_B = R_{AB}x_A + t_{AB}\).

3.2 Interaction-Free Calibration in a Nutshell

As introduced in Sec. 2.1 (with Fig. 3), the eye-HMD system is commonly modeled as an off-axis pinhole camera and represented by a 3-by-4 projection matrix from the world to user’s eye (user-view) as

\[
P_{WE}(t_{WE}) := K_E \left[ R_{WE} \ t_{WE} \right]
\]

where \((R_{WE}, t_{WE})\) is a transformation from the world coordinate system \(W\) (attached to the HMD) to user’s eye coordinates \(E\), and \(K_E\) is an
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**Fig. 4.** Schematic drawing of the real-world distortion effect caused by the optical element of an OST-HMD. (Top left) Light rays from a user’s eye to the world. The rays intersect with the image plane of the virtual screen. (Top right) The optical element of the display distorts the rays. It thus also shifts the pixel positions of the intersections. (Bottom) Modeling of the distortion as a 4D-to-4D mapping between light fields. We use the 4D Lumigraph parameterization: \((u, v, s, t)\). Note that a distorted light ray \(l’\) is modeled to pass through the eye center and a shifted intersection pixel position.

An optical element of an OST-HMD distorts light rays incoming from the world and the eye. The rays intersect with the image plane of the virtual screen. The rays are then distorted by the optical element. We use the 4D Lumigraph parameterization by assigning point pairs on two planes denoted as \(u,v\) plane and s-t plane (Fig. 4 bottom).

**3.3 Distortion Estimation for OST-HMD Optics**

An optical element of an OST-HMD distorts light rays incoming from the world to an eye, i.e. each light ray is mapped to a distorted light ray (Fig. 4). Our goal is to obtain this mapping \(f: \mathbb{R}^4 \rightarrow \mathbb{R}^3\) between an original light field and a distorted light field after distortions by the optical element. We use the 4D Lumigraph parameterization of an OST-HMD.
distortion, then \( x'_E \) matches, from a view point, to a 3D screen point \( x'_W \) which is slightly shifted from \( x'_E(x, x') \neq x'_W \). We define the distorted light ray as:

\[
I'_k := f \left( t_{EW} \cdot x'_E, R_{EW} \cdot t_{EW} \right) \in \mathbb{R}^4.
\]

Finally, given a set of the light-ray pairs \( \{ (l_k, l'_k) \} \), our objective is now to learn the regression \( f \) which returns a distorted light ray given an original light ray so that the output explains the data set well.

### 3.3.2 Non-parametric Regression for the Distorted Light Field

The kernel regression yields a regression function \( f : \mathbb{R}^N \rightarrow \mathbb{R} \) given a set of input and output pairs \( \{ (x_k, y_k) \} \) [30]. We use the Gaussian kernel model, which approximates the true function \( f(x) \) by the linear sum of Gaussian radial basis functions \( \phi \) as:

\[
f(x) \approx \hat{f}(x | \alpha) := \sum_{k=1}^{n_o} \alpha_k \phi(x, x_k),
\]

\[
\phi(x, x_k) := \exp \left( \frac{-(x - x_k)^T(x - x_k)}{2\sigma^2} \right),
\]

where \( \sigma \) is the kernel width, \( n_o \) is the number of basis functions, and \( \alpha = [\alpha_1, \ldots, \alpha_{n_o}]^T \) is the coefficient vector. The regularized least-square estimator, i.e. the maximum likelihood estimator, of the model is given by

\[
\hat{f}(x | \hat{\alpha}), \quad \hat{\alpha} := (K + \lambda I_{n_o})^{-1} y,
\]

where \( K \) is defined as \( [K]_{ij} = \phi(x_i, x_j) \), \( \lambda \) is the model regularization parameter, \( I_{n_o} \) is an \( n_o \)-by-\( n_o \) identity matrix, and \( y^T = y \).

Since our dataset \( L := \{ (l_k, l'_k) \} \) has multivariate, 4D output, we learn four regression functions for each output dimension of the distorted light ray \( l' \). For the ease of notation, we use \( f \) representing the bundle of the four functions so that we can write \( l' = f(l) \). Note that, by switching the input and output, we can also learn an undistortion mapping \( l = f^{-1}(l') \).

In general, the performance of the kernel regression depends on the parameters of the kernel function and of the regularizer, i.e., \( \sigma \) and \( \lambda \) [30, 33]. We use a standard cross-validation technique [31] to automatically choose those parameters. Another pragmatic step for stable estimation is to normalize the training data so that they have zero mean and identity covariance matrices. If we apply this normalization technique to the training data, we also need to un-normalize the out-input by the mean and variance of the training data used for the regression.

### 4.1 Hardware Setup

We have built an OST-HMD system equipped with an eye tracker as described below and in Fig. 2. We use an nVisor ST60 from NVIS – an OST-HMD with 1280 × 1024 resolution. The left-eye display is used for the current setup. An outward looking camera, a Delock USB 2.0 Camera with a 64-degree lens, serves as the world camera \( W \). For the eye tracker \( T \), another Delock Camera with a 55-degree lens is used. These cameras provide 1600 × 1200-pixel video and are attached to the HMD. The eye tracker is positioned at the bottom of the left display lens of the HMD. The default focal length of its fixed-focus lens is manually adjusted and fixed to a suitable length.

We calibrated the eye-HMD system as described in [17] to obtain offline parameters (Sec. 3.2): pose between the HMD and the eye-tracking camera (\( R_{WE}, t_{WE} \)), pose between the HMD and its virtual screen (\( R_{WS}, t_{WS} \)), and the scaling vector \( a \) [pixel/meter].

For a camera-based SPAAM experiment and for the light field estimation, we replace the human eye \( E \) by a camera. We use the UI-1240ML-C-HQ camera of IDS’s together with an 8mm C-mount lens. The camera provides 1280 × 1024 images.

### 4.2 Light Field Collection

This section describes our offline calibration procedure for collecting training data of original and distorted light fields. For learning the regression function \( f(l) \), we collect a set of original and distorted light ray pairs: \( L_i := \{ (l_{ik}, l'_{ik}) \} \) for a number of viewpoints \( i \). Measurements from different viewpoints are necessary so that the regression can cover various eye positions in applications. Our collection procedure requires the following Fig. 2: a user-view camera \( E \), an
OST-HMD with a world camera $W$, and a fiducial target board $B$ fixed in a scene. We assume that the cameras and the OST-HMD’s virtual screen are already calibrated. The procedure is as follows (Fig. 6):

1. Place the user-view camera $E$ and the 3D target $B$ in the scene, and let the camera capture a direct-view image $I$. Then from $I$ and the camera’s intrinsic matrix $K$, estimate the pose of the target as $(R_{BE}, t_{BE})$.

2. Place the OST-HMD in front of the user-view camera, and let the camera capture a distorted-view image $I'$. Let the world camera $W$ capture the 3D target and estimate the pose $(R_{SW}, t_{SW})$. Using this pose and $(R_{BE}, t_{BE})$, compute $(R_{EW}, t_{EW})$.

3. From $I$ and $I'$, extract corresponding 2D points $u_E$ and $u'_E$. Then compute their 3D position in $W$ as

$$x_i := R_{EW} K^{-1} u_E + t_{EW}, \quad \tilde{x}_i := R_{SW} K^{-1} u'_E + t_{SW}, \quad (12)$$

where $\tilde{}$ represents homogeneous vectors. Finally, compute an original light ray $l := l(I_{SW}, x_i, R_{SW}, t_{SW})$ and its distorted $\tilde{l} = l(R_{EW}, \tilde{x}_i, R_{EW}, t_{EW})$.

As the result, we get a set of the light-ray pairs $L_i = \{(l_k, \tilde{l}_k)\}_{k}$.

In our experiment, we used a calibration board with a 4-by-11 asymmetrical circle grid, and measured the distortion from 19 different view points, $t_{SW}$. This yielded total 836 ($= 4 \times 11 \times 19$) light ray pairs. We have not analyzed how many viewpoints are sufficient to estimate the mapping correctly.

5 EXPERIMENT

We conducted two calibration experiments: a camera-based OST-HMD calibration experiment and a user-based calibration. The camera-based calibration purely assesses the validity of our distortion correction method, and the user-based calibration further demonstrates its performance in a realistic OST-HMD calibration with a real user. Before going into the calibration experiments, we first elaborate the result of the light-field distortion learning.

5.1 Distortion Model Learning

After we collected a training data set $\{L_i\}$, as explained in Sec. 4.2, we learned the light-field mapping function $f: \mathbb{R}^4 \rightarrow \mathbb{R}^4$ through the kernel regression method (Sec. 3.3.2). We used a Matlab implementation of the regression, which includes the cross validation step. We chose $n_b (=100)$ random light rays from the training data for the basis functions in each regression. Note that we can also compute the inverse map $f^{-1}$ by switching the input and output.

Figure 8 summarizes the result. Fig. 8a visualizes the u-v and s-t planes of several $L_i$ among the 19 sets. The figure illustrates the difference between each corresponding light-ray pair $(l_k, \tilde{l}_k)$ by drawing direction vectors from original to distorted 2D points on the planes.

\url{http://www.ms.k.u-tokyo.ac.jp/software.html}
The lengths of the vectors are proportional to their point pairs’ distances, for intuitive understanding. Since the virtual screen defines the s-t plane, the s-t plane figures show actual distortions observed by each viewpoint. The visualizations show that different distortions occur at each viewpoint. Overall, the distortions are concentric similar to radial distortions.

Figure 8b tests the obtained regression function for three different view points – eyeball positions that moved within a 1.5 cm³ space (the rightmost column). The left three columns demonstrate that the regressed function outputs different distortions for each new eye position.

5.2 Distortion Correction for Camera-based Calibration
Recall that eye-HMD system relies on the eye model and the OST-HMD model. This work focuses on improving the HMD model by taking the distortion from optical elements into account. Therefore, we first separate the eye part, another source of systematic error, for the primary validation of the distortion compensation method. As in the work by Gilson et. al. [9], our procedure uses a user-view camera E (Fig. 7) instead of human operators. We next evaluate our distortion compensation method in a camera-based manual calibration (SPAAM). The user-view camera was the same as the one used in the training dataset acquisition.

In the camera-based SPAAM (Fig. 7), we set up the user-view camera and the OST-HMD as described in Sec. 4.2. We rendered a 2D crosshair on the display. We placed a square marker in the world such that the camera saw both the center of the marker and the crosshair at the same pixel u_k on S. Then we recorded u_k. At the same time, the world camera computed the 3D position of the marker center x_k in W. We repeated this procedure N (= 20) times, resulting in N pairs of 2D-3D correspondences \{ (u_k, x_k) \}_k. After the data collection, we compared two conditions. The first condition was an ordinary SPAAM, Degraded SPAAM, Recycled DICA, Full DICA, and our correction method. Since our method requires the spatial parameters of the virtual screen of an OST-HMD, the method can be seen as an extension of Full DICA which uses the same parameters. Figure 9a shows the box plot of the average reprojection errors for each calibration session. Our proposed correction method improved the reprojection error compared to Full DICA to a statistically significant level. On the other hand, the improvement was not significant compared to Recycled DICA. The discussion section analyzes this observation. All DICA-based methods demonstrate more stable results than the Degraded SPAAM, corroborating the findings of other work.

5.3 Distortion Correction for User-based Calibration

We further evaluate our method in a user-based calibration experiment where a real user conducts 2D-3D correspondence acquisitions manually.

We follow the experiment design in [17]. An expert user of SPAAM has to collect sets of 2D-3D correspondences while letting the eye tracking camera record eye images to compute eye positions offline. The user has eight data collection sessions. The user is asked to take the HMD off and put it back on after each session to simulate a realistically degrading condition (Degraded SPAAM) with users staying on the initial calibration parameters even when their HMDs have moved on their head. For each session, the user collects 20 correspondences. We use the collected correspondence sets to analyze SPAAM, Degraded SPAAM, Recycled DICA, Full DICA and our correction method. Since our method requires the spatial parameters of the virtual screen of an OST-HMD, the method can be seen as an extension of Full DICA which uses the same parameters. Figure 10 summarizes the result of the experiment.

Figure 10a shows the box plot of the average reprojection errors for each calibration session. Our proposed correction method improved the reprojection error compared to Full DICA to a statistically significant level. On the other hand, the improvement was not significant compared to Recycled DICA. The discussion section analyzes this observation. All DICA-based methods demonstrate more stable results than the Degraded SPAAM, corroborating the findings of other work.

Figure 10b visualizes the effect of the distortion correction. It draws reprojected 2D points of Full DICA and of the proposed
method for each data acquisition session. From the error vectors between the points, estimated distortions look concentric and radial.

Figure 10c presents the error vectors of each method in separate boxes. The error vectors are defined as vectors from 2D points corrected by the user to 2D points reprojected from corresponding 3D points. In the visualization, the error vectors are shifted such that they all start at the origin. Each box also visualizes the mean of the end points of the error vectors. SPAAM shows an almost centered mean value. This is expected since the LM method estimates a projection matrix such that the mean error is minimized even if there are outliers. Since the 2D-3D ground truth data would contain noisy samples due to the manual alignment, the SPAAM result is likely to be overfitted.

On the other hand, the mean errors of our previous INDICA methods exhibit large offsets from the center. In other words, the reprojection matrix was not accurate as the SPAAM calibration, yet. Why? Why do such gaps low a mean error as our correction method while showing higher error variance – a systematic error possibly induced by the forcibly fit projection matrix.

Even though the original SPAAM is prone to overfit the given 2D-3D correspondences, the automated methods have not performed as accurately as the SPAAM calibration, yet. Why? Why do such gaps still exist? We have several hypotheses stemming from the fact that INDICA models the eye-HMD vision system as a naive pinhole camera, which is not true when we scrutinize the optical models of OST-HMD optics and the anatomical model of the human eye.

Firstly, OST-HMDs have distortions in their virtual screen, whereas projection has been assumed to be planar in our current model. Our correction method considers an optical phenomenon that the optical elements distort incoming world light rays. In the same manner, the elements also distort virtual screens perceived by users into a non-planar surface [20, 21, 27]. Even the assumption that we treat the virtual screen as a collection of 3D points floating in mid air is violated when the light sources are collimated in as retinal displays. Camera-based experiments would suffice to justify and evaluate those HMD-related hypotheses.

Secondly, the visual axis of the human eye differs from the optical axis in the two-sphere eye model we employed [28] This issue requires actual users. A camera integrated in a prosthetic eye might be an alter-
native, yet we have no clue how accurately such a system can mimic the real eye.

Yet another issue is the reliability of our 2D-3D correspondence dataset, which is collected manually. Although the dataset was produced by a human expert, the 2D-3D dataset may still contain a large amount of noise: if the noise is more than a few pixels in the true projected 2D points, it would be meaningless to argue about calibration errors in subpixel range – or impossible to obtain major significance despite the potential of a new method.

What would help to justify this last hypothesis is to conduct the same experiment with many different subjects in a very controlled environment such as in [24]. Perhaps such a study can create a benchmark dataset as a by product. Similarly, our method would also require a proper user-study as a follow-up.

As a final remark, let us reconsider the distortions by the optical elements. In the experiments with the nVisor ST60, the estimated distortion was rather concentric. Other OST-HMDs may have different characteristics. For example, EPSON BT-100 has a linear distortion due to its thick planar optical element. As another example, Lumus DK32, a high-end OST-HMD with ultra-thin light-guide elements, seems to have little distortion. Thus it might not benefit from our distortion corrections as much as the ST60 does. In this way, as a follow up study, it would be interesting to apply our non-parametric distortion correction to various HMDs.

6 Conclusion and Future Work

We have proposed an OST-HMD calibration method. It corrects an optical distortion which conventional eye-HMD models have not considered – the distortion of the light rays passing through the optical elements of OST-HMDs. Our method consists of both offline and online steps. In the offline step, we learn a 4D-to-4D light field mapping which converts each original light ray to its distorted ray. The learning is done by first collecting the light rays measured with/out an optical element, then computing the mapping via a non-parametric regression. Then, at the online step, the method compensates the distortion by using the mapping given an eyeball position from the interaction-free OST-HMD calibration method. Our experiments show that the correction method reduces the systematic error which has existed in both conventional camera-/user-based calibrations, and also significantly improves calibration accuracy.

Future work directions involve: considering the distortion of the virtual screen [20, 21, 27] which is assumed to be planar in this paper, deepening the understanding of the eye-dependent parameters [28], investigating the possibility of automated frame-wise OST-HMD calibrations, establishing and refining ways to compare different calibration methods with both subjective [24] and objective error measurements, overcoming the latency issue which is also another dominant aspects directly affects to the spatial registration quality [37], and so on.
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