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Abstract. Recent studies have shown that ensemble approaches could
not only improve accuracy and but also estimate model uncertainty in
deep learning. However, it requires a large number of parameters accord-
ing to the increase of ensemble models for better prediction and uncer-
tainty estimation. To address this issue, a generic and efficient segmenta-
tion framework to construct ensemble segmentation models is devised in
this paper. In the proposed method, ensemble models can be efficiently
generated by using the stochastic layer selection method. The ensemble
models are trained to estimate uncertainty through Bayesian approxima-
tion. Moreover, to overcome its limitation from uncertain instances, we
devise a new pixel-wise uncertainty loss, which improves the predictive
performance. To evaluate our method, comprehensive and comparative
experiments have been conducted on two datasets. Experimental results
show that the proposed method could provide useful uncertainty infor-
mation by Bayesian approximation with the efficient ensemble model
generation and improve the predictive performance.

Keywords: Uncertainty estimation, ensemble model, stochastic layer
selection, segmentation

1 Introduction

Semantic segmentation is widely used in real-world applications such as road
scene analysis and medical diagnosis. With the development of deep learning
technology, considerable accurate segmentation methods have been reported
[7,8,50,3,38,30,49]. Although these methods have achieved high performance in
public benchmark datasets, the deep networks sometimes predict overly confi-
dent results although the decision is not correct. Such overconfident predictions
lead to critical problems in safety-critical applications such as medical diagno-
sis or autonomous driving. For example, in the autonomous driving system, the
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network may segment a person as a tree with high probability. For better behav-
ior decisions, it is desirable to know the model uncertainty and reject uncertain
predictions. Also, in the medical applications, if a model can indicate uncertain
decisions whether it is a lesion or not, the physicians would widely adopt the
model in clinical work-flows. Therefore, it is useful to know the uncertainty of
segmentation models in real-world applications.

To address this issue, several studies have been reported to estimate the
model uncertainty [14,22,40,23,4,11,24,33,39,37]. There are two approaches to
estimate the model uncertainty: 1) Bayesian approach [14,23,4,22], 2) ensem-
ble approach [28]. The Bayesian approaches are widely used tools to estimate
the uncertainty of models [47]. The main purpose of the Bayesian approaches
is to approximate the posterior distribution of the network weight parameters.
However, the Bayesian approaches are not easy to handle directly in the deep
neural networks (DNNs) since it requires a large computational cost. To han-
dle the uncertainty in the DNNs, [14] approximates Bayesian inference by using
dropout [43]. This stochastic regularization inference is referred to as Monte
Carlo dropout (MC-dropout). Inspired by this work, [22] proposed Bayesian ap-
proximation for semantic segmentation by applying MC-dropout to convolution
layers. The model uncertainty is estimated by calculating the variance of each
pixel. [33] also reported the quality control method by using the uncertainty es-
timation with MC-dropout in medical segmentation tasks. Bayesian approaches
are presented based on the assumption that the dropout rates are well-tuned
based on the training data to estimate model uncertainty [28].

Recent studies have shown that the ensemble approaches are effective to im-
prove accuracy and estimate model uncertainty [2,46,12]. In ensemble studies[28,18],
M different models which have different weight parameters could be constructed
and the mean of the predictions is used for the final prediction. The variance
could be used as the uncertainty of the model. Lakshminarayanan et al. [28]
have proposed a simple and scalable non-bayesian approach to estimate model
uncertainty with ensemble models for regression and classification tasks. The
posterior of the models parameters is estimated via random changes during
the training. As a result, they improve the predictive uncertainty for detect-
ing out-of-distribution inputs. Although this method has achieved successes in
estimating uncertainty with a simple implementation, it requires a large number
of parameters according to the increase of ensemble models for better predic-
tion. To estimate the uncertainty with a large number of samples, the number
of network parameters linearly grows.

Most of these studies have focused on estimating the uncertainty of the model
at the inference. A few studies have investigated the use of uncertainty to im-
prove the model in training, e.g., robust learning under noisy data [23], multitask
learning [24], and confidence calibration [41]. However, it has not been thoroughly
investigated to use the uncertainty for model improvement by guiding the model
gradually overcoming its limitation. Note that a problem of learning from un-
certainty is not well defined in general because it is an unsupervised problem
where each model could have different ground-truth for uncertain and certain
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samples. It should be updated according to the time during the training. This
is similar to the human whose uncertainty assessments tend to be personal and
vary over time according to the experience. Therefore, an uncertainty estimator
should be operated in an unsupervised manner and model specific.

In this paper, we focus on tackling the problem of parameter increase in
the ensemble model for segmentation tasks. For this purpose, a generic and ef-
ficient segmentation framework to construct ensemble segmentation models is
devised. We define a network model set which consists of M submodels with L
layers. Each submodel has the same encoder-decoder architecture with different
weights. Ensemble models can be generated by stochastically selecting layers
from the submodels in the model set. To train the model set that can predict ac-
curately and estimate model uncertainty, we propose a novel two-stage training
method by leveraging uncertainty for the segmentation tasks. In the first step,
various networks are constructed by stochastic layer selection method, and the
network model set is optimized to be able to predict reliable results over various
ensemble models. By selecting each layer according to the Bernoulli distribution,
the networks are trained to estimate uncertainty through Bayesian approxima-
tion. In the second step, we devise a pixel-wise uncertainty loss to train the
model in the segmentation task. In the segmentation task, we can make good
use of pixel-wise uncertainty estimation that indicate uncertain pixel. Instead of
learning the model to perform on every pixel at once, the pixel-wise uncertainty
loss guides the model to gradually overcome its limitation from uncertain pix-
els, which improves the segmentation performance. At the inference time, we can
ideally construct ML ensemble models with M submodels through the stochastic
layer selection method. The proposed model samples the prediction with ran-
domly selected layers by Monte Carlo (MC) sampling, which can estimate the
predictive uncertainty. Our contributions are summarized as follows:

– We propose a novel segmentation framework to efficiently generate ensemble
models by using the stochastic layer selection method. We can effectively
construct ML ensemble models with M submodels and estimate model un-
certainty through Bayesian approximation.

– We propose a novel pixel-wise uncertainty loss, which encourages the segmen-
tation model to focus on uncertain regions. By leveraging the uncertainty,
the segmentation model could gradually learn from uncertain pixels which
is easier than hard negative samples in training.

– By comprehensive and comparative experiments, we verify the effectiveness
of the proposed method for both the performance improvement and the
segmentation quality control.

2 Related Work

Uncertainty Estimation. Uncertainty estimation is an essential issue for bring-
ing deep learning technology to real-world applications such as autonomous
driving and medical diagnosis. To address this issue, considerable research ef-
forts have been devoted to uncertainty modeling and estimation in deep neural
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networks. Bayesian approach [43,17,5,19,14] is a representative method for un-
certainty estimation with a mathematical framework. Bayesian neural networks
model parameter uncertainty explicitly by approximately learning the posterior
distribution of the parameters, which induce uncertainty over neural network
activations and predictions. Gal and Ghahramani [14] proposed a simple way to
estimate uncertainty by an MC-dropout sampling. The MC-dropout sampling
simply approximates Bayesian neural networks by using dropout [43] at the
inference time. Inspired by this works, the MC-dropout sampling method has
been widely used in various applications including medical segmentation [33,39],
autonomous driving [4,11], multi-task learning [24], and active learning [15,26].
Kendall and Gal have extended this Bayesian approximation to computer vision
tasks and differentiate the epistemic uncertainty with aleatoric uncertainty [23].
From these studies, MC-dropout sampling approaches are presented based on
the assumption that the dropout rates are well-tuned based on the training data
to estimate model uncertainty.

Ensemble Modeling. Deep ensembles have shown to be effective to im-
prove accuracy [28,12], estimate uncertainty [34,28,40], and increase robustness
to adversarial examples [35,45,28]. Lakshminarayanan et al. [28] have proposed
ensemble modeling as a non-Bayesian solution to quantify predictive uncertainty.
Ilg et al. [40] utilized boot-strapped ensembles to predict uncertainty in optical
flow prediction. Ovadia et al. [42] and Gustafsson et al. [18] observed that en-
semble models tend to outperform than Bayesian neural networks in terms of
accuracy and uncertainty estimation, particularly under dataset shift. Compared
with Bayesian modeling which assumes that the true model lies within the hy-
pothesis class of the prior, and performs soft model selection to find the single
best model within the hypothesis class [32], ensembles perform the model combi-
nation. In other words, ensembles combine the models to obtain a more powerful
model and it can be expected to be better when the true model does not lie
within the hypothesis class[28]. Although these ensemble approaches show supe-
rior results in terms of uncertainty estimation and improve accuracy, it requires
a large number of parameters according to the increase of ensemble models for
better prediction. To estimate the uncertainty with a large number of samples,
the number of network parameters linearly grows.

Segmentation. Segmentation is widely used in real-world applications such
as road scene analysis and medical diagnosis. Due to its importance, many ac-
curate algorithms have been reported [51,7,52,50]. Most of these methods focus
on improving segmentation accuracy. Some works have handled uncertainty es-
timation in segmentation task [33,39,22,20] because of its importance. [22] has
proposed Bayesian approximation for semantic segmentation. To estimate the
posterior distribution of pixel class labels, they applied Monte Carlo sampling
with dropout. Huang et al. [20] proposed fast uncertainty estimation methods for
video segmentation. They utilized the temporal information based on the prop-
erties of video continuity. They showed their effectiveness by using Tiramusi [21]
and Bayesian SegNet [22] on CamVid dataset [6].
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Overview Training Framework
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Fig. 1. Overview of the proposed training framework. It consists of learning for
Bayesian approximation and pixel-wise uncertainty aware training.

3 Proposed Method

In this section, we describe our proposed stochastic layer selection method and
learning strategy. Figure 1 shows an overview of the proposed training frame-
work. As shown in the Figure 1, a model set consist of M submodels with L
layers. The model set is trained with two steps in our method. In the first step,
the model set is constructed by randomly selected layers for each iteration. The
model set is optimized by a segmentation loss function to be able to reliably
predict the output from arbitrary models, which consist of random combina-
tions of layers. In this step the model set is learned to predict segmentation map
and estimate uncertainty. Then, in the second step, the model set is optimized
by two loss functions. One is the segmentation loss function that is used in the
first step and the other one is a pixel-wise uncertainty loss that encourages the
network to learn from the uncertain part of the predicted segmentation map.
These loss values are back-propagated to selected layers and update the corre-
sponding weight parameters. For the testing, we sample N segmentation maps
with randomly selected layers. We use the mean of samples as a segmentation
prediction and use the pixel variance as a predictive uncertainty.

3.1 Stochastic Layer Selection

In this section, we describe how to design the model set and how to select layers
stochastically. The proposed model set consists of M (where M ≥ 2) parallel
submodels and each submodel has L layers. Then, we can sample a model with
random variable Pl(m) as follow
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Pl(m) =

{
1, if Layerlm is selected,
0, otherwise.

(1)

In order to ensure that each layer is selected from one submodel, we constrain
the Pl(m) as follow

M∑
m=1

Pl(m) = 1, (2)

Pl ∼ categorical(x1, x2, ..., xM ;µ1, µ2, ..., µM ), (3)

where Pl is a 1 × M dimension vector of categorical random variables with
probability µm of being 1. Then, the total weight (W ) and random selecting
vector of the model set can be defined as follow

W =


w1,1 . . . w1,L

...
. . .

...
wM,1 . . . wM,L

 , (4)

P =


P1

...
PL

 , (5)

where wm,l denotes the weight of Layerlm. Then, we sample a model which has
same structure of sub model with Pl(m). The weights of sampled model can be
represented as follow

wSample = diag(P ×W ). (6)

In contrast to dropout method that apply masking the perceptrons, our pro-
posed method applies categorical random variables to each layer. We can con-
struct ML ensemble models only with M submodels which have same structure
while have different weights. Furthermore, since the distribution of categorical
random variables follows Bernoulli distribution, the model set can estimate the
posterior distribution over the model weight parameters by Bayesian approxi-
mation. Therefore, our model can leverage both the effect of ensemble model
that improve predictive performance [9,28], and Bayesian approximation.

3.2 Uncertainty Measure using Stochastic Layer Selection

By the stochastic layer selection method, we can construct a large number of
ensemble models within the limited number of parameters. It is well known fact
that ensemble model can predict uncertainty by approximating the posterior
with an ensemble of sample distributions [10,34,28]. We leverage the ensemble
learning to perform our probabilistic inference. For given trained model set, we
sample N models with the random layer selection as in Eq.1 and predict N
segmentation prediction S = {Ŝ1, Ŝ2, ..., ŜN}. To estimate uncertainty, we take
a variance of predicted samples as U = var{Ŝ1, Ŝ2, ..., ŜN}.
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3.3 Learning with Stochastic Layer Selection

As shown in Figure 1, our proposed stochastic layer selection learning method
consists of two steps. In the first step, we train model set to be able to predict
reliable segmentation map and estimate uncertainty by Bayesian approximation.
In the second step, we utilize predictive uncertainty to encourage the model to
focus on uncertain predictions and gradually overcome its limitation.

Learning for Bayesian Approximation In the first step, we train the model
set to be able to predict uncertainty. To this end, we find the posterior distribu-
tion over the model weight parameters W , with the given training data X, and
training label Y . The posterior distribution can be defined as p(w|X,Y ). We can
estimate the posterior by variational approximation. This approximation can be
formulated as follow

Lvar = −
K∑
i=1

∫
w

qθ(w) log p(yi|xi, w)dw +KL(qθ(w)||p(w)), (7)

where qθ(w) denotes approximate posterior andKL(qθ(w)||p(w)) denotes Kullback-
Leibler (KL) divergence with true posterior. K denotes the number of example
in dataset. However, this form of distribution is intractable, since we have to
integrate over the all data. Therefore, we approximate the posterior distribution
by Monte Carlo method. This approximation can be written as

Lvar = − 1

BN

B∑
i=1

N∑
j=1

log p(yi|xi, ŵi,j) +KL(qθ(w)||p(w)), (8)

where B and N denote the size of a batch and the number of samples, respec-
tively. ŵi,j ∼ qθ(w) denotes a sample from the approximate distribution. Note
that randomized weights that have Bernoulli distribution can approximate model
of the Gaussian process [13]. Then, it can be approximated by minimizing the
KL divergence.

Since we select the layers along with categorical random distribution (Pl)
that follows Bernoulli distribution, we can approximate posterior by replacing
ŵi,j ← wSample in Eq. 8. Therefore, we approximate our posterior by minimizing
KL divergence. Since minimizing the KL divergence term has the same effect of
minimizing the cross entropy loss [13] , we optimize the model by reducing the
cross entropy loss with our stochastic layer selection inference. Therefore, in
the first step, we train the model with cross entropy loss. It enables the model
set reliably predict the segmentation map and estimate uncertainty. This step
continues until the validation loss is converged.

Pixel-wise Uncertainty Aware Training After the first training step is
finished, in the second step, we improve the segmentation prediction by pixel-wise
uncertainty loss, as illustrated in Figure 1. To this end, during the training, we
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generate pixel-wise uncertainty map Ui = var{Ŝ1, Ŝ2, ..., ŜN}, where Ŝn denotes
the sample prediction with randomly seleced layers. Ui means the pixel-wise
variations between N samples. With the pixel-wise uncertainty map, the pixel-
wise uncertainty loss function can be defined as follows

LU = −
∑
i=1

(Ui ⊗ Yi) log(Ui ⊗ Ŷi), (9)

Ŷi = f(Xi, P1, P2, ..., PL), (10)

where i denotes the index of training image, and f(·) is a function that maps
the given input image X to segmentation map with selected layers. ⊗ denotes
an element-wise multiplication. The re-weighting of uncertain areas with large
weights allows the model to improve on these samples. Therefore, the pixel-
wise uncertainty loss encourages the model gradually to improve its limitation.
Finally, in the second training step, a total loss can be written as follows,

Ltotal = −
∑
i=1

Yi log(Ŷi)︸ ︷︷ ︸
Cross Entropy

−λ
∑
i=1

(Ui ⊗ Yi) log(Ui ⊗ Ŷi)︸ ︷︷ ︸
Pixel-wise Uncertainty

,
(11)

where λ denotes a balancing hyper-parameter. The algorithms for the training
and the test are described in Appendix A.

4 Experiment

To verify the effectiveness of the proposed method, we evaluate our method on
two possible safe-critical applications. Firstly, for the autonomous driving appli-
cation, we use CamVid[6] dataset which is widely used for road scene understand-
ing and uncertainty estimation. For the medical diagnosis, we use Transvaginal
Ultrasound (TVUS) dataset which is an in-house dataset for the experiment.

4.1 Experiment Setting

CamVid Dataset The dataset is a publically available semantic segmentation
dataset for road scene understanding, which has applications for autonomous
driving. The dataset is also widely used to analyze the predictive uncertainty
[22,20,28,37]. It consists of 367 training and 233 testing images of day and dusk
scenes. Following the experimental protocol in [3], we use 11 classes such as road,
building, cars, etc. To avoid overfitting, we conduct data augmentation (vertical
flip, random crop, resize, and random rotation).

For the model set design, we use the FC-DenseNet 103 [21] as a submodel.
Then, we construct a model set with two submodels (M=2). We define the layers
as ’Dense Block’ unit for our model set. Therefore, in our experiments we set
M=2 and L=11. This model set is annotated as DenseNet-2 in the following
experiment table and figure. We optimize the model set by using RMS-Prop [44]
with a learning rate of 0.001 and exponential decay of 0.995 after each epoch. To
get the mean prediction and predictive uncertainty, we sample 50 times N=50.
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Table 1. Comparison of Mean Intersection over Union (mIoU) and the number of
network parameter on CamVid dataset.

Method mIoU
Number of

Parameter (M)

SegNet [3] 46.4 29.5
FCN-8s [30] 57.0 134.5
DeepLab-LFOV [7] 61.6 37.3
DFANet [29] 64.7 -
Dilation8 [49] 65.3 -
Dilation8 + FSO [27] 66.1 140.8
DenseNet [21](Our Implementation) 66.9(66.4) 9.4
G-FRNet [1] 68.0 29.5
Bi-Senet [48] 68.7 49.0

Uncertainty-Based Method

Bayesian SegNet [22] 63.1 29.5
Bayesian SegNet-2 (ours) 64.5 59.0
Bayesian SegNet-2 + Pixel-wise

65.3 59.0
Uncertainty Loss (ours)

Kendall et al. [23] 67.5 9.4
DenseNet-2 (ours) 67.4 18.8
DenseNet-2 + Pixel-wise

68.2 18.8
Uncertainty Loss (ours)

TVUS Dataset The private dataset is collected from three hospitals. The
purpose of this dataset is to segment endometrium regions on Transvaginal Ul-
trasound (TVUS) image. The dataset can be used to diagnose infertility by
considering the shape and size of the endometrium. All the images are anno-
tated by experienced gynecologists. To minimize the annotation inconsistency
between gynecologists, we define the 4 gynecological points (cavity tip, internal
os, and two thickest points between the two basal layers) [31,16,36] with the
gynecologists. Then, they tried to annotate the GT mask while considering the
point definition. After that, they cross-checked the annotations of each other and
eliminated inconsistent annotations. As a result, we could build a well-annotated
database with 3,372 images and corresponding endometrium segmentation maps.
The full size of the image is 256×320. To avoid overfitting, we also conduct data
augmentation (vertical & horizontal flip, random rotation). For the evaluation,
we conduct 5 folds cross-validation.

For the model set design, we use an U-Net architecture [38] which is widely
used for medical segmentation. Then, we construct a model set with two sub-
models (M = 2). We duplicate the every convolution layer in U-Net. We train the
model from scratch without any preprocessing. Therefore, in our experiments we
set M = 2 and L = 18. This model set is annotated as U-Net-2. We optimize our
model set using ADAM optimizer [25] with a fixed learning rate 0.0001. To get
the mean prediction and predictive uncertainty, we sample 50 times (N = 50).

4.2 Quantitative Evaluation

To demonstrate the advantage of proposed method, we compare with other meth-
ods on two different datasets. Table 1 shows the mean intersection over union
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Table 2. Dice and Jaccard coefficient comparison of our method and other methods
on TVUS dataset. The fourth column denotes the number of each network parameter.

Method Dice Coefficient Jaccard Coefficient
Number of

Parameter (M)

U-Net [38] 82.30 70.38 31.0
FCN-8s [30] 81.19 69.12 134.5
Dilation8 [49] 82.40 70.36 140.8
Endometrium SegNet [36] 82.67 70.46 -

Uncertainty-Based Method

U-Net + MC-dropout [33] 82.00 68.92 31.0
U-Net-2 (ours) 82.72 70.09 62.0
U-Net-2 + Pixel-wise

83.51 71.40 62.0
Uncertainty Loss (ours)

(mIoU) score on Camvid dataset. The DenseNet-2 is trained by our stochastic
layer selection method without pixel-wise uncertainty loss. The DenseNet-2 +
Pixel-wise Uncertainty Loss is trained by our stochastic layer selection method
with pixel-wise uncertainty loss. In the case of DenseNet-2 + Pixel-wise Uncer-
tainty Loss, the mIoU score achieves 68.2%. It has been improved to 1.3% com-
pared to original DenseNet. Also, compared with other semantic segmentation
networks, our method shows comparable performance. Furthermore, we com-
pare the proposed method with recent uncertainty-based semantic segmentation
methods. Our method shows better performance than other uncertainty-based
methods. We observe that, compare to DenseNet-2, DenseNet-2+Pixelwise Un-
certainty Loss shows better performance. This result can be interpreted in a way
that our pixel-wise uncertainty loss improves the network effectively by gradu-
ally reducing the uncertain region during training. Also, to verify applicability
of the proposed method, we applied the proposed method to Bayesian SegNet
[22]. The results show that our method also achieves better performance than
Bayesian SegNet, which indicates that our method could be applicable to other
segmentation model.

For further evaluation of our method in medical application, we conduct
more experiments on a challenging TVUS dataset. Table 2 shows the compari-
son with the conventional segmentation networks (FCN-8s and Dilation8) and
an Endometrium SegNet according to Dice Coefficient Score (DCS) and Jaccard
Coefficient Score (JCS). In the case of U-Net-2 + Pixel-wise Uncertainty Loss,
we achieve 83.51% in DCS and 71.40% in JCS respectively. It has improved to
1.21% compared to the original U-Net. To prove that the performance improve-
ment is statistical significance, we conduct a paired t-test. The paired t-test
provides the statistical evaluation and qualification procedure of the segmenta-
tion network. The performance improvement is statistically significant (p<0.01
by paired t-test). Our method is also higher than U-Net+MC-dropout which
samples 50 times with dropout. The proposed U-Net + Pixel-wise Uncertainty
Loss shows 1.51% higher performance than U-Net+MC-dropout [33]. Further-
more, it shows superior performance compared to Endometrium SegNet [36].
Since our method encourages the model to gradually learn the uncertain part by
pixel-wise uncertainty loss, it shows better performance than other methods.
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Table 3. Comparison with ensemble model and our proposed method.

# of Network
CamVid (DenseNet) TVUS (U-Net)

mIOU # of Parameters (M) Dice Coefficient # of Parameters (M)

Ensemble (1) 66.4 9.4 82.30 31.0
Ensemble (2) 66.8 18.8 82.51 62.0
Ensemble (3) 67.0 28.2 83.12 93.1
Ensemble (4) 67.1 37.6 83.20 124.1
Ensemble (5) 67.2 47.0 83.38 155.1

Ours 68.2 18.8 83.51 62.0

4.3 Quantitative Comparison with Ensemble Model

One of the our main contributions is that our model efficiently generates en-
semble models. Therefore, in this section, we verify the effectiveness of our
method by comparing with the vanilla ensemble models in terms of the num-
ber of parameters and the performance. To this end, we trained five different
networks (DenseNet, U-Net) separately and estimate mean prediction and un-
certainty with 5 samples. For each training setting, we use the same training
hyper-parameters, e.g., learning rate, training iteration, optimizer, etc. The ini-
tial weights are set differently for each network. Table 3 shows the experiment
results according to the number of sub-network in the ensemble model. As shown
in Table 3, in the case of CamVid dataset with DensNet, our method shows 1.4%
higher mIoU than Ensemble (2) which has the same number of parameters. Also
our method shows 0.13% higher mIoU than Ensemble (5) which has a large num-
ber of parameters than our method. In the case of TVUS dataset with U-Net,
our method shows 1% higher mIoU than Ensemble (2) which has the same num-
ber of parameter. Also our method shows 0.2% higher mIoU than Ensemble (5)
which has a large number of parameters than our method. These results show
that the proposed method effectively generates the ensemble models.

4.4 Quantitative Evaluation with Uncertainty-based Pixel Rejection

In this section, we demonstrate that our method effectively predicts the uncertain
regions. To verify this, we conduct uncertainty-based pixel rejection experiment.
For the pixel rejection experiment, we normalize the estimated uncertainty map
from 0 to 1. Then, by sorting the uncertainty in descending order, we remove the
pixels that the models indicate high uncertainty. We evaluate the performance
on the remaining pixels in testing images.

In the CamVid dataset, we reject the uncertain pixels from 0% to 20% of
total testing image pixels with an interval of 2.5%. Then, we measure the mIoU
with remaining pixels. Figure 2 (a) shows the pixel rejection results on CamVid
dataset. For the DenseNet + MC-dropout and DenseNet + Pixel-wise Uncer-
tainty Loss, we estimate uncertainty with 50 samples. The DenseNet Ensemble
(5) is a simple ensemble model with five different DenseNet network. We train
the networks separately with random weight initialization. Then, we estimate
the uncertainty with variance of each network prediction. In the case of random
rejection, we randomly remove the pixel. As shown in Figure 2 (a), removing
the pixel randomly does not help to improve the performance. In the case of
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DenseNet Ensemble (5), by removing the uncertain pixel, the mIoU is increased.
It shows better performance than MC-dropout method at the beginning. How-
ever, since the number of samples is limited, DensNet Ensemble (5) could not
estimate uncertainty well than MC-dropout method. Note that the number of
parameter increases to increase the number of sample in the vanilla ensemble
model. The MC-dropout method shows better performance than ensemble model
from the moment 10% of uncertain pixels are removed. In the case of our method,
as the uncertain pixels are removed, the mIoU score increased. Also, it shows
better performance than MC-dropout method.

In the TVUS dataset, we reject the uncertain pixels from 0% to 5% of to-
tal testing image pixels with an interval of 0.5%. Figure 2 (b) shows the pixel
rejection results on TVUS dataset. For the U-Net + MC-dropout and U-Net +
Pixel-wise Uncertainty Loss, we estimate with 50 samples. In the case of U-Net
Ensemble (5), we trained five different U-net separately and estimate uncertainty
with 5 samples. As shown in Figure 2 (b), the random rejection does not help to
improve the performance. Also, in the case of the ensemble networks, the result
shows same tendency as shown in the previous experiment. It could not indicate
uncertain pixels well than MC-dropout method since its limitation of the num-
ber of samples. In the case of our method, as the uncertain pixels are removed,
the dice coefficient score is increased. Also, it shows better performance than
MC-dropout method. Note that although our method utilizes the uncertainty to
improve the model performance in training, the uncertainty at the inference time
is still meaningful to indicate the confidence of the models prediction. The pro-
posed method can guarantee the performance by rejecting to operate on samples
where it is likely to fail.

4.5 Qualitative Results

In this section, we visually observe the segmentation results and uncertainty
estimation results. Figure 3 shows the predicted segmentation map and corre-
sponding uncertainty map on CamVid dataset. As shown in the figure, although
the network predicts incorrect segmentation results, the network estimate that
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(a) (b) (c) (d)

Fig. 3. Qualitative results of segmenta-
tion and uncertainty estimation in our
method on CamVid dataset. (a) is input
images, (b) is ground truth maps, (c) is
our mean prediction results with 50 sam-
ples, and (d) is our uncertainty map esti-
mation results. The yellow circle denotes
incorrect segmentation regions.

(a) (b) (c) (d) (e)

Fig. 4. Qualitative results of segmenta-
tion and uncertainty estimation in our
method on TVUS dataset. (a) is input im-
ages, (b) ground truth maps, (c) is mean
prediction results with 50 samples, (d) un-
certainty map by the proposed method,
(e) is the difference between ground truth
and segmentation results.

the region is uncertain. In the case of the first and second rows, the network es-
timates uncertain regions where the object is hard to be observed because of the
surrounding background and illumination. In the case of the third and fourth
row, the network estimates uncertain regions where the unseen classes (black
color in ground truth map) appeared. This allows the user to make comprehen-
sive decisions by utilizing the uncertainty as well as predicted results.

For further evaluation, we visually observe the segmentation results and un-
certainty estimation results on TVUS dataset. Figure 4 shows the predicted seg-
mentation map and corresponding uncertainty map. As shown in the figure, the
uncertain region and mis-segmentation region are similar. These results indicate
that although the network predicts incorrectly, the user can make comprehensive
decisions by utilizing the uncertainty.

4.6 Effect of number of sample

In this section, we analyze the effect of the number of sample in terms of mean
prediction performance. Figure 5 (a) shows the mIoU score on CamVid dataset.
Figure 5 (b) shows Dice Coefficient Score on TVUS dataset. Both results show
that as the number of increase, the performance also increases. Then, our pro-
posed method shows better performance with a few number of sample. In the
Appendix C, we further discuss about pixel rejection results and quantitative
results according the number of sample.

4.7 Discussion

Training time: Our method increases training time due to the multiple predic-
tions for uncertainty estimation. However, the sampling process is only executed
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Fig. 5. Effect of the number of sample on the performance. (a) Mean IOU measured
on CamVid dataset. (b) Dice Coefficient measured on TVUS dataset.

at the second training step. Therefore, the total training time does not increase
so much compare to training two ensemble models. Also, our method takes less
time than training five ensemble models while achieving better performance.

Generalization: In this paper, we verify the effectiveness of our method
by setting M = 2. With only 2 submodels, experimental results show that our
method can get plausible uncertainty and achieve comparable performance. Note
that we can theoretically generate 2048 ensemble models with DenseNet (M = 2
and L = 11) and 262,144 ensemble models with U-Net (M = 2 and L = 18).
Additional results with M = 3 are attached to the Appendix F.

Deep ensembles have been shown to be a promising approach to not only un-
certainty estimation but also increase the adversarial robustness [28,35]. There-
fore, it is interesting to generalize our idea to other tasks such as classification
and adversarial attack detection. In the Appendix E, we briefly verify that our
method is robust to adversarial attacks.

Future work: The generalization of our idea to different tasks and vari-
ous network architectures would be an interesting research agenda. In the au-
tonomous driving system, not only segmentation but also depth estimation is
important. It would be meaningful to extend our idea to other datasets and
various network structures.

5 Conclusion

This paper presents an efficient ensemble model generation method for uncer-
tainty estimation through Bayesian approximation in segmentation. To generate
ensemble models with a few numbers of sub-models, the stochastic layer selec-
tion learning method is proposed. The stochastic layer selection learning methods
enabled the efficient generation of ensemble models. Then, through the stochas-
tic layer selection learning, our ensemble model can estimate uncertainty with
Bayesian approximation. Furthermore, the pixel-wise uncertainty loss is devised
to use the uncertainty of the model in training. The re-weighting of uncertain
areas with large weights allows the model to improve on these samples. Com-
prehensive and comparative experiments show that the proposed method could
provide useful uncertainty information which can be used in the quality control
and improve the predictive performance.
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Appendix A. Training and Testing Algorithm 

In this section, we describe in detail the proposed training and testing schemes. As described in the paper, our 

proposed training scheme consists of two stages. In the first step, every iteration, we sample the layer with 𝑃𝑙(𝑚) 

and sample a network. The weight of the sampled network at 𝑖𝑡ℎ iteration can be defined as 𝑤𝑖
𝑆𝑎𝑚𝑝𝑙𝑒

. Then, we 

update the weight of the sampled network. We continue this process until the validation loss is saturated (t). 

Through the first stage, the network could predict reliable segmentation results and estimate uncertainty with 

stochastic layer selection learning. In the second stage, we leverage the estimated uncertainty map. Then, the 

model could gradually learn from the uncertain pixels which are easier than hard negative cases in training. To 

estimate the uncertainty map, we predict sample outputs from the sampled network. We sample N prediction 

ˆ ˆ ˆ
1 2 NS={S ,S ,...,S }  and estimate uncertainty with the pixel-wise variance of samples

1 2
ˆ ˆ ˆ{ , ,..., }NU var S S S  .Then, 

we update sample network with weight parameter is 𝑤𝑗
𝑆𝑎𝑚𝑝𝑙𝑒

 where w’ and j denote the weight of the sampled 

network and iteration of the second stage, respectively. The network optimized by 
totalL . 

In the test step, we sample N prediction with 𝑤𝑛
𝑆𝑎𝑚𝑝𝑙𝑒

 . Then, we predict final segmentation output by mean of 

the sample outputs. Following is the algorithm of the proposed learning and testing scheme. 
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Appendix B. More Qualitative Results 

In this section, we show more qualitative results on CamVid dataset. Figure 6 shows the qualitative results of our 

proposed method. The yellow circle points out the misclassified region. However, the model estimate there as an 

uncertain region. Therefore, we can use the estimated uncertainty map for quality control.    

 

Fig. 6. Qualitative results of segmentation and uncertainty estimation in our method on CamVid dataset. (a) input images, 

(b) ground truth segmentation maps, (c) our prediction results with 50 samples, and (d) an uncertainty estimation results. The 

yellow circle denotes incorrect segmentation regions in (c) while highly uncertain is estimated in (d). 
 

(a) (b) (c) (d)
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Appendix C. Quantitative Evaluation with Uncertainty-based Pixel Rejection  

In this section, we show the uncertainty-based pixel rejection results according to the number of samples. In the 

experiment, we get the mean prediction and uncertainty estimation results from 10 to 50 samples. Figure 7 (a) 

shows the result on CamVid dataset and (b) shows the result on TVUS dataset. As shown in the figure, as the 

removed pixels are increased, the performance also increases. The slopes of the methods with different numbers 

of samples are similar, which implies that our method could efficiently estimate the uncertainty. 

 

Appendix D. Qualitative Comparison According to the Number of Sampling 

In this section, we compare the semantic segmentation results according to the number of samples. In this 

experiment, we evaluate DenseNet + MC-dropout and DenseNet-2+Pixel-wise Uncertainty Loss (Ours) method. 

Figure 8 shows the mean prediction results on CamVid dataset. As shown in the figure, our method predicts better 

mean prediction with only 10 samples compared with the MC-dropout method which uses 50 samples. It is also 

verified.    

 

Fig. 8. Mean prediction results according to the number of samples. (a) the input images, (b) ground truth 

segmentation maps, (c) and (d) are the mean prediction of the DenseNet + MC-dropout method with 10 and 50 

samples, respectively. (e) and (f) are the mean prediction of the DenseNet-2 + Pixel-wise Uncertainty Loss (ours) 

with 10 and 50 samples, respectively.  

 

MC-dropout Proposed Method
10 Samples 50 Samples 10 Samples 50 SamplesInput Ground Truth

(a) (b) (c) (d) (e) (f)

 

Fig. 7. Quantitative evaluation with uncertainty-based pixel rejection according to the number of samples. We 

sample the prediction from 10 to 50. (a) shows mIoU according to pixel-wise rejection on Cavid dataset. (b) 

shows Dice coefficient according to pixel-wise rejection on TVUS dataset. 
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Appendix E. Robustness against Adversarial Attacks 

As discussed in the manuscript, the deep ensembles can be used in various fields such as uncertainty estimation 

and improve the robustness against to adversarial example. It is also known that deep ensemble models are more 

robust than MC-drop based approaches at the same number of sampling [18, 42]. Therefore, in this section, we 

verify the robustness of our proposed method against to adversarial example. To verify this, we generate 

adversarial examples by an FGSM algorithm [R1] with epsilon=0.003 on CamVid dataset. Then, we investigate 

how many pixels should be rejected to recover the original performance. For the rejection experiments, the pixels 

with high uncertainty pixels are rejected in descending order. To this end, we normalize the estimated uncertainty 

map from 0 to 1. By rejecting uncertain pixels from 0% to 20% with an interval of 2.5% in the test adversarial 

examples, we measure the mIoU. Table 4 shows the pixel-wise rejection results. As shown in Table 4, our method 

could achieve the original performance (mIoU of 68.1%) by rejecting only 10% of pixels. However, in the case 

of DenseNet + MC-dropout, it should reject about 15% pixels to recover original performance (66.6%). Also, our 

proposed method shows better performance than DenseNet + MC-dropout over all rejection rates. Since our 

proposed method selects layers randomly, it is hard to get gradients. Therefore, our proposed method could be 

robust to adversarial examples.  

Table 4. Uncertainty based pixel rejection result on CamVid dataset. The test images are corrupted by the 

FGSM algorithm. mIoU is measured over the different pixel rejection rates.  

 % of pixel rejection rate 

0 2.5 5 7.5 10 12.5 15 17.5 20 

DenseNet + MC-dropout 60.20 60.94 61.95 63.09 64.24 65.43 66.56 67.68 69.71 

DenseNet-2+Pixel-wise 

Uncertainty Loss (Ours) 
62.64 63.85 65.00 66.00 68.10 69.15 69.86 69.99 70.64 
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Appendix F. Generalization Experiment 

Table 5. Mean IoU comparison with the ensemble models and our proposed 

method with M=2 and M=3. The experiments have been conducted on CamVid 

dataset. 

 mIou # of Parameters (M)  

Ensemble (1) 66.4 9.4 

Ensemble (2) 66.8 18.8 

Ensemble (3) 67.0 28.2 

Ensemble (4) 67.1 37.6 

Ensemble (5) 67.2 47.0 

DenseNet-2 67.4 18.8 

DenseNet-3 68.1 28.2 

 

Table 6. Dice Coefficient comparison with ensemble model and our proposed 

method with M=2 and M=3. The experiment conduct on TVUS dataset. 

 Dice Coefficient # of Parameters (M)  

Ensemble (1) 82.30 31.0 

Ensemble (2) 82.51 62.0 

Ensemble (3) 83.12 93.1 

Ensemble (4) 83.20 124.1 

Ensemble (5) 83.38 155.1 

U-Net-2 83.51 62.0 

U-Net-3 84.01 93.1 

 

Quantitative Results on M=3 

In this section, we verify the effect of M=3. Table 5 and Table 6 show quantitative comparison with basic ensemble 

models and our proposed method. In the experiment, we also use 50 sample predictions. As shown in Table 5, 

DenseNet-3 shows better performance than Ensemble (5) while having less parameters. Compared to Ensemble 

(3) which has the same number of parameter, our proposed method shows 1.1% higher performance. Table 6 

shows the Dice Coefficient score with U-Net-3 and TVUS dataset. Also in the case of U-Net-3, it shows better 

performance than Ensemble (5) while having less parameter. It shows 0.99% higher performance than Ensemble 

(3). These results show that the proposed method could be also generalized to the case M=3. The proposed method 

could effectively generate the ensemble models with small number of subnetwork. 
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Generalization of the Pixel-wise Uncertainty Loss 

Table 7. Comparison of DenseNet + MC-dropout with different training stragegies.  

Method mIoU 

DenseNet + MC-dropout 66.4 

DenseNet + MC-dropout + Pixel-wise uncertainty Loss 67.2 

 

The concept of the proposed pixel-wise uncertainty loss it to encourage the uncertain region, then gradually 

overcome its limitation from uncertain pixels. Therefore, our proposed pixel-wise uncertainty loss could be 

generalized to MC-dropout based segmentation method. To verify this, we conducted an experiment with 

DenseNet+MC-dropout method and CamVid dataset. In the experiment, we trained DenseNet with dropout layers 

with cross-entropy loss. After the network saturated, we fine-tuned the network with pixel-wise uncertainty loss. 

The experiment result shows in Table 7. As shown in the table, our proposed method improves the performance 

by overcoming the uncertain pixel. It improves 0.8% compared to DenseNet + MC-dropout method. The results 

verify that our proposed pixel-wise uncertainty loss can be generalized to other uncertainty estimation methods. 
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