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Abstract. The aim of the work described in this paper is registration
of a 4D preoperative motion model of the heart to the video view of the
patient through the intraoperative endoscope, in order to overlay the real
video sequence with it. As the heart motion is cyclical it can be modelled
using multiple reconstructions of cardiac gated coronary CT.
We propose the use of photoconsistency between the two views through
the da Vinci endoscope to align to the preoperative heart surface model
from CT. We propose averaging of the photoconsistency over the cardiac
cycle to improve the registration compared to a single view.
Results are presented for simulated renderings and for real video of a
beating heart phantom. We found much smoother behaviour of the test
function at the minimum when using multiple phases for the registration,
furthermore convergence was found to be better when more phases are
used.

1 Introduction

Totally endoscopic coronary artery bypass (TECAB) is a minimally invasive
robotic cardiac procedure performed on the beating heart. The view of the pa-
tient is provided by a stereo endoscope which gives the surgeon a 3D view of the
operative field.

There is a significant proportion of these operations that need to convert
to more conventional procedures. This may be due to misidentification of the
diseased vessel or difficulty in locating the vessel through fatty deposits on the
surface of the myocardium. For this reason there has been some interest in
introducing augmented reality (AR) image guidance to TECAB, overlaying these
vessels with some preoperative images. Mourgues et al. [6] and Adhami et al [1]
proposed such a system where the preoperative model to be overlaid over the
real image comes from bilateral x-rays.



In our case the preoperative model comes from coronary CT. This provides a
fully 4D model of the heart from which a motion model of both the myocardium
and coronary arteries must be extracted.

To overlay the endoscopic view the preoperative model has to be registered to
the endoscopic images. If many landmarks are visible, e.g. bifurcations or tubes,
we could use a shape-based registration such as that proposed by Jomier [5].
However in our case only parts of the heart surface are seen via the endoscopic
camera and there may not be corresponding vessels visible on the heart surface
and in the preoperative image.

Since we have a stereo video stream it is possible to use photo-consistency
[3] as a measure of registration to the preoperative surface. If we have temporal
synchronisation between the video and the motion model, the periodic motion
of the heart enables us to use all points of time in the cardiac cycle.

2 Materials & Methods

2.1 Heart Phantom

To allow for reproducible testing the motion model was derived from a 4D CT
scan of a pneumatic heart phantom made by The Chamberlain Group, Great
Barrington, MA, USA. This phantom allows three different heart frequency set-
tings. The heart rate of the phantom was determined using a video sequence
of the beating phantom and comparing the first image of this sequence to the
others using cross-correlation as a similarity measure. The frequency was found
as a peak in the Fourier transform of this function.

The phantom was scanned by a Philips Brilliance 64 ECG triggered CT,
and reconstructed at ten different phases of the cardiac cycle. The ECG signal
for the heart phantom was generated by a signal generator from Hameg, Main-
hausen, Germany. The surfaces of the ten phases were extracted using the VTK
implementation of Marching Cubes (Kitware Inc, NY, USA).

2.2 Video Images

The target of our work is the daVinci robot which is equipped with a stereo
endoscope with stereo video output via BNC and S-video. As a development
system two Sony DCR-TVR 30E digital video cameras were used. Video grabbing
was performed using an LFG4 4 channel frame grabber made by Active Silicon,
Uxbridge, UK. The video cameras were calibrated using a calibration toolbox
implemented in MatLAB by Jean-Yves Bouguet, [2].

2.3 Temporal Registration

Aligning the phases of the video sequence and the 4D CT is done by visual
judgment. There are several time points that can easily be found in both the
rendered CT surface and the video sequences and can be used for temporal
synchronisation. E.g. the end of the systolic phase, where the heart is in maximal
contraction. In practice this could also be achieved using the ECG signal
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2.4 Point Based Registration

In a first step a simple and robust point based registration of the surface to the
video images is done. Several points on the surface and in both video channels
are selected, and the optimal rigid body transformation T is found by minimis-
ing the distance of the projected surface points to the selected image points
iteratively. This registration software was developed using the OpenGL widget
of the C++ GUI framework Qt3/4 (Trolltech, Oslo, Norway). Multidimensional
minimisation was done using the Fletcher-Reeves conjugate gradient algorithm
implemented in the GNU scientific library.

2.5 Photo-consistency Registration

Point based registration was used as a starting value for photoconsistency, see
figure 1.

Fig. 1. Registration using photoconsistency. In the upper image the situation
after the point to point registration step is shown. The bottom image shows the
effect of application of photoconsistency registration.

The idea behind registration using photo-consistency is to judge whether
given projections of a surface are compatible with the lighting model. Assuming
a Lambertian lighting model [4] a surface point should have the same colour in
all of its projections. Figure 2 gives an example, where three points have similar
colour values in different images. The mean standard deviation is 2.3 in an 8 bit
colour space, but the standard deviation for the green component in the three
points of the second image is 26.2.

For the registration we have to find the transformation from the surface to
the common coordinate system of the camera calibrations. After applying this
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Fig. 2. With Lambert’s light model the colours in the centers of the circles 1,
2, and 3 should be the same in every image. The mean standard deviation of
colours values in these points is 2.3 in an 8 bit colour space. On the lower front
of the second and third image there is a considerable reflection which does not
comply with the Lambertian model and has a very different colour in the first
image.

transformation the surface object will be in a position where the projections
of the surface points are (photo-)consistent. This consistency can be evaluated
using the colour components of the projections of the surface points in different
video channels. If the colour diversity in the images is evaluated by their variance,
then the desired transformation T can be found by:

T = argmin
(
mean

x
(var

i
(PiTx))

)
(1)

Where Pi denotes the projection matrix for camera calibration i. The comparison
for the mean value is done over the surface points that are visible in both images.
Figure 3 shows the situation for three cameras. Photo-consistency as a similarity
measure for 2D-3D registration was introduced by Clarkson et al. [3].

2.6 Photo-consistency with an image sequence

To take advantage of the fact that there is a whole image sequence available for
registration, one can try to use the different phases together to get the registra-
tion. Assuming that all the deformation or movement of the object can be found
in the surfaces and is completely periodic, the transformation from the preop-
erative to the intraoperative coordinate system is always the same. In figure
4 the chain of transformations from the preoperative coordinate system to the
display is shown for three different phases. Both the transformation T and the
camera calibrations are unchanged in this idealised situation. This assumption
was also used for 3D-3D registration using the iterative closest point algorithm
as proposed by Wilson et al. [8].

3 Results

For camera calibration we used 12 images of a checkerboard pattern with 11× 9
squares for every channel. The baselines of the squares was 7.5mm. Typical cali-
bration errors with the endoscope were 0.51 and 0.45 pixels in x resp. y direction
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Fig. 3. The transformation T has to move the surface object in a way that the
projections of every point of the surface into the video images using the camera
calibrations Pi are photo-consistent.

for the separate channels before undistortion and stereo calibration. After undis-
tortion and stereo calibration the distortion coefficients were ten times smaller
and the errors in the same magnitude as before, in a concrete example 0.4, 0.33
pixels.

The heart rate could readily be determined using the method described in
2.1, both for endoscopic videos of the beating heart phantom and of a real
patient’s heart. The frequency measurements on the phantom could be verified
by simple counting, the heart rate measured on the patient was identical to the
ECG measured heart rate.

3.1 Renderings as Target Images

To evaluate the method without introducing errors by the camera calibration, the
temporal alignment or the quality of the video images we did a first registration
series from the surface model to renderings of the surfaces. The renderings were
made using camera calibration data from the robot’s stereo endoscope neglect-
ing the distortion. Unsurprisingly the graph of the photo-consistency surface
is smoother when more phases are used. To quantify this, the total variation
(normalised by the range) of the graph along the coordinate axes is derived:

T (f) := 1
max(f)−min(f)

∫
‖f ′‖ (2)
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Fig. 4. The transformation between the preoperativly generated surfaces and the
intraoperative position is the same for all phases, provided there is no camera
movement or respiration.

The corresponding normalised total variations for the function in figure 6 were
1.69, 1.43, and 1.4. The remaining variations can be found in table 5(a).

3.2 Video Cameras

Using the development system consisting of two Sony video cameras we did
measurements comparable to that were done with the renderings.

In this test series up to ten phases of the heart cycle were used. The results
for translation along the z-axis are shown in figure 6. In figure 6 the situation
at the minimum for translation along the x-axis of the world coordinate system
is shown when using one, five, or ten phases.

Furthermore we made a test series to compare the convergence, starting at a 5
different positions. The starting positions were found using a minimum point and
then changing this with random numbers. The random numbers were generated
using the built in function int random(). As they are equally distributed in
[0, RAND MAX] we did value√

6
·2 ·

(
random()
RAND MAX

− 0.5
)

with value=14 as a target distance.
The distances to the target point can be found in table 7(a).

Another test series with the same method but the absolute photoconsistency
function, a target value of 20 and changes just in the translation components
was done. The results can be found in table 7(b).
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# phases tx ty tz rx ry rz

1 1.69 2.12 1.57 2.42 2.08 2.22

2 1.66 2.06 1.72 2.33 1.77 2.17

3 1.43 1.96 1.51 1.84 1.9 2.06

4 1.42 1.95 1.65 1.86 1.73 1.91

5 1.4 1.96 1.55 1.97 1.9 2.1

6 1.48 1.93 1.59 1.76 1.82 1.79

(a) phantom renderings

# phases tx ty tz rx ry rz

1 1.98 2.21 2.06 2.07 3.7 2.47

3 1.74 2.05 1.82 1.64 2.9 2.1

5 1.73 1.88 1.82 1.61 2.6 1.96

10 1.64 1.76 1.73 1.48 2.07 1.88

(b) video images

Fig. 5. The normalised total variations for parameter and number of phases for
the image sequences.
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Fig. 6. The image shows translation along the x-axis vs photo-consistency at
the minimum point using 1,5, and 10 phases for the video sequence.

before 8.5 4.7 7.8 9.3 9.9

one phase 5.8 2.7 6.4 3.8 8.2

five phases 5.4 2.6 6.4 5.1 7.3

(a) Rotation and translation
were changed.

before 8.9 11.6 7.6 2.8 9.3

one phase 5.7 3.9 2.4 2.1 4.6

five phases 4.9 1.0 1.4 1.7 3.5

(b) Just the translation compo-
nents were changed for the start-
ing value.

Fig. 7. Distances to the minimum points for five sequences.

4 Discussion

From the figures in tables 5(a) and 5(b) we can conclude that the functions are
smoother in the meaning of the definition in formula (2). More interesting might
be the probable consequences for the convergence which are illustrated in tables
7(a), and 7(b) and show promising behaviour for deviations in the translation
component but unfortunately not much improvement if the rotation is included.
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An additional complexity in reality is also the heart motion due to breathing.
The corresponding movement of the heart can be approximated as rigid. We
could therefore hope to be able to separate these two motion components by
means of projective geometry.

The confocal light sources for the stereo endoscope of the da Vinci robot are
also a significant difficulty, as they are not compatible with our diffuse light model
and cause considerable noise. We could simply ignore the brightest parts of the
video images as suggested by Stoyanov et al. [7]. Another potential technique
would be to calibrate the position of these light sources and to incorporate
specular reflections into our lighting model.

Furthermore the endoscopic cameras have a very short baseline of around
5mm. This may make stereo-based registration methods somewhat unstable in
the z-direction. This could potentially be overcome using another method, such
as external tracking, to estimate the z distance to the surface of the myocardium.

We have presented the notion of using photoconsistency to register intraop-
erative stereo endoscopic video to a preoperative motion model of the heart sur-
face. Using multiple synchronised frames produces smoother minima in the cost
function. We will examine how well this translates into robust 3D registration
using both phantom and patient data. This provides a strategy for model-based
guidance of TECAB procedures.
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