




Preface

These proceedings cover the AMI/ARCS one-day satellite workshop of MICCAI
2008. This workshop continued the tradition of Augmented Reality in Computer
Aided Surgery (ARCS) 2003 and Workshop on Augmented environments for
Medical Imaging and Computer-aided Surgery (AMI ARCS) 2004 and 2006.
The workshop is a forum for researchers involved in all aspects of augmented
environments for medical imaging. Augmented environments aim to provide the
physician with enhanced perception of the patient either by fusing various image
modalities or by presenting medical image data directly on the physician’s view,
establishing a direct relation between the image and the patient.

The workshop was divided into three sessions on applications, accuracy & as-
sessment and display & visualisation. There was also a poster session describing
interesting and varied aspects of research in this field. There were two invited
speakers. Professor Yoshinobu Sato from the Division of Image Analysis, Osaka
University, Japan, gave a talk entitled Deformation for endoscopic surgical nav-

igation about his work in augmented reality for thoracic and abdominal surgery
including clinical experience with his system. Dr Mirna Lerotic from the Insti-
tute for Bioemdical Engineering, Imperial College, London, UK, spoke about
her work in augmented reality depth perception in a talk titled it Augmented
reality for minimally invasive surgery.

There was a particlar focus on the path to clinical implementation and any
barriers that might exist to implementation of systems in the operating room.
A panel discussion on the future of clinical AR was held. This included two of
the most prolific research directors in the field, Nassir Navab and Terry Peters.
There was valuable clinical input from orthopaedic surgeon Dr. Sandro Michael
Heining and the industry perspective on the route to market was given by Daniel
Ruijters from Philips Healthcare.

AMI/ARCS 2008 brought together clinicians and technical researchers from
both industry and academia with interests in computer science, electrical engi-
neering, physics, and clinical medicine to present the state-of-the-art develop-
ments in this ever-growing research area. We are delighted at the ongoing high
level of interest in AMI/ARCS, with a steady number of participants and the
continued high quality of the submissions. We are also pleased to see that there
is a trend in the research from proof-of-principle demonstrators towards real
clinical applications that will benefit patients in the foreseeble future.
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Prof Kensaku Mori
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Abstract. In order to develop accurate and effective augmented reality (AR) 
systems used in MR and CT guided needle placement procedures, a comparative 
validation environment is necessary. Clinical equipment is prohibitively expensive 
and often inadequate for precise measurement. Therefore, we have developed a 
laboratory validation and training system for measuring operator performance using 
different assistance techniques. Electromagnetically tracked needles are registered 
with the preoperative plan to measure placement accuracy and the insertion path. 
The validation system provides an independent measure of accuracy that can be 
applied to various methods of assistance ranging from augmented reality guidance 
methods to tracked navigation systems and autonomous robots. In preliminary 
studies, this validation system is used to evaluate the performance of the image 
overlay, bi-plane laser guide, and traditional freehand techniques. Perk Station, an 
inexpensive, simple and easily reproducible surgical navigation workstation for 
laboratory practice incorporating all the above mentioned functions in a “self-
contained” unit is introduced. 

Keywords: validation system, augmented reality, image overlay, mri, needle 
placement, percutaneous procedures, image guided surgery, 

 

1 Introduction 

In recent years, numerous surgical methods have been developed for needle-based 
surgery. Image-guided percutaneous needle-based surgery has become part of routine 
clinical practice in performing procedures such as biopsies, injections and therapeutic 
implants. Contrary to casual observation, needle-based surgery can be an exceedingly 
complex intervention. Translation and rotation motions, as well as bending and 
insertion forces can be combined for delicate needle control in needle-based surgery. 
The workspace and the means for guiding the surgical device, however are extremely 
limited. Last but not least, detecting and recovering from errors increases the risk of 
these otherwise appealing outpatient procedures.  
 Trainees usually perform needle interventions under the supervision of a senior 
physician. This is a slow and inherently subjective training process that lacks 
objective, quantitative assessment of the surgical skill and performance. A 
comparative validation environment is necessary for an efficacious analysis of 
CT/MRI guided assistance techniques to be used in needle placement procedures. 
Clinical equipment is prohibitively expensive and often inadequate for precise 
validation. Precise measurement of placement accuracy by MRI is greatly limited by 
paramagnetic needle artifact and lack of distinct small targets. Scanner time cost can 
exceed $500/hour making statistically significant trials impractical.  To address these 



issues, we have developed a laboratory validation system for measuring operator 
performance of different assistance techniques and furthermore we are developing 
the Perk Station, an inexpensive, simple and easily reproducible surgical navigation 
workstation for laboratory practice with non-biohazardous specimens. 

The validation system can be applied to various methods of assistance ranging 
from augmented reality guidance methods to tracked navigation systems. Preliminary 
accuracy assessment of our MR image overlay system has been performed, but the 
excessive cost of scanner time has thwarted a large-scale study of the accuracy of this 
system. Therefore, an off-line validation system has been created in order to study 
needle placement accuracy; in particular we look at the accuracy of the image overlay 
and compare it to that of other insertion guidance methods. This system will also 
provide a means to study the trajectory and gestures [1] throughout the insertion 
procedure in addition to the endpoint accuracy. The study of hand gestures for each 
of these methods will provide useful information that can be used to help minimize 
the number of re-insertion attempts needed, as each re-insertion causes significant 
discomfort to the patient. This system provides a less resource exhaustive and more 
accurate means by which to validate needle insertion procedures.  

In this paper, we describe the needle insertion validation system shown in Fig. 1, 
its use for comparative analysis of the virtual image overlay, the bi-plane laser guide 
and unassisted freehand techniques. We also introduce the Perk Station, a “self-
contained” system designed as a clinical training and evaluation system.   

 
Figure 1. Image overlay (a, c) and bi-plane laser guide (b, d) AR needle placement 

systems with spine phantom. Feasibility trials in the MRI scanner (a, b) and the 
validation system with EM tracked needles in the laboratory (c, d).  
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2 System Description 

The image overlay consists of a flat display and a half-silvered mirror mounted on a 
gantry as seen in Figure 1 (a,c). After calibration, when the physician looks at the 
patient through the mirror, the CT/MR image appears to be floating inside the body 
with the correct size and position as if the physician had 2D ‘X-ray vision’ regardless 
of view angle without any external tracking. Prior to needle insertion the image is 
transferred directly in DICOM format to the planning and control software running 
on a stand-alone laptop where we mark the target and entry points, draw a visual 
guide along the trajectory of insertion, mark the depth of insertion and push this 
image onto the overlay display [2]. The physician inserts the needle using the 
traditional workflow, while the overlay provides in-situ anatomical and guidance 
information in the image plane. The laser guide uses two laser planes; one transverse 
plane and one oblique sagittal plane as seen in Fig. 1 (b,d). The intersection of these 
two laser planes marks the needle insertion path. For convenience, a second oblique 
sagittal laser can be added to support bilateral interventions [3]. In tracked navigation 
[4], the planned needle path can be superimposed in orthogonal planes, in oblique 
plane including the needle, or in transparent volumes  

2.1  Validation System 

Electromagnetic (EM) tracking (Aurora, Northern Digital, Waterloo, Ontario) is 
utilized to provide the position of the tip and orientation of the shaft of an 
instrumented needle as described in [5]. All necessary components must be registered 
with one another in order to track the needle with respect to the preoperative plan 
generated on the MR/CT images. The components of the system include: the Aurora 
EM Tracker, a tracked needle, the tracked phantom, the MR/CT images used for pre-
operative planning and the AR guidance system (e.g. image overlay or laser guide). 
The system is shown in Fig. 1. 

2.2  Phantom Design 

A human cadaver lumbar spine phantom was designed to mimic the anatomy of a 
patient and aid in the process of registration. Lumbar vertebrae and simulated 
intravertebral discs are placed in proper alignment and are embedded into a layered 
tissue mimicking gel (SimTest, Corbin, White City, OR) of two different densities 
emulating fat and muscle tissue. The gel phantom with lumbar spine is placed into an 
acrylic enclosure which was accurately laser-cut with 28 different pivot points spread 
over four sides for rigid-body registration. Stereotactic fiducial markers (MR-Spots, 
Beekley, Bristoll, CT) were placed on the phantom in precisely positioned laser-cut 
slots. The markers were placed in a ’Z’ shape pattern on three sides allowing for 
automatic registration between anatomical images and the phantom. Modularity 
allows other anatomical phantom to be placed in the enclosure. 

2.3  MR Image Registration 

In order to register preoperatively obtained MR or CT images (and their respective 
preoperative plans) to their corresponding physical space, techniques similar to those 
described in [6] are used (Fig. 2).  
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Figure 2. Frame transformations for the registration process shown on the spine 
phantom and its corresponding MR images. The tracked needle is represented in the 

original image space where the preoperative plan was made. 
 

Axial images are taken near the center of the phantom; the locations of other 
images of the phantom are known with respect to this reference. The central image is 
used for registration, here the nine fiducial markers arranged in three Z-shaped 
patters are segmented by applying an adaptive threshold and morphological 
operations to the image. The centroid of each marker was then found and the position 
of each marker with respect to the DICOM image was recorded into a set of nine 
points. After the nine distinct points were identified, the transformation from the 
scanner’s image space to the phantom’s coordinate system was computed. The RMS 
error incurred in the image to phantom space registration for a typical MR image was 
1.26mm. 

2.4  Electromagnetic Tracker Registration 

The NDI Aurora EM tracking system is used to localize an instrumented needle with 
respect to the phantom. A six degree-of-freedom (DOF) reference tool is fixed to the 
phantom and a calibrated pointer tool is used for rigid-body registration of the 
phantom to the tracker. Data was obtained by pivoting about 24 pre-defined divot 
points with the pointer. These points were used for registration between phantom 
coordinate system and that of the EM tracker by finding the transformation which 
aligns the known point locations obtained from the mechanical design specifications 
with the collected data points. The RMS error incurred in the rigid-body registration 
was 0.93mm. Once both steps in registration are complete, an instrumented needle 
may be tracked as it maneuvers along a planned path within the phantom. To 
maximize the system’s accuracy, future efforts will include distortion mapping and 
error compensation similar to that described in [7]. 
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2.5  Perk Station 

The Perk Station comprises image overlay (Fig. 1 a,c), laser guide (Fig. 1 b), and 
standard tracked freehand navigation (Fig. 1 d),  in a single suite. The general system 
concept is shown in Fig. 3. A detailed view of the Perk Station is shown in Fig. 4. 

 

Figure 3: CAD design of the Perk Station: image overlay (left) and  
laser guide (right) shown with EM tracked navigation system. 

 

.      

Figure 4: Perk Station with Image Overlay unit. CAD model (left) and  
physical realization (right) of the current design. 

In all cases, the needle is tracked in real-time during the course of the insertion, 
not only the final tip position. The Aurora electromagnetic tracking system provides 
the tip position and axis orientation of the needle. The image overlay is mounted on 
one side and the laser guide and tracked navigation system on the opposite side. The 
user can swap between guidance techniques by turning the system around. 
Traditional freehand interventions can be evaluated by only using the transverse laser 
plane, functionally similar to the ones on the face of the MR scanner. The extruded 
aluminum frame is sufficiently strong to hold the weight of all components, yet the 
system is still sufficiently lightweight to be portable in a suitcase. 
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Another important part of the system is the “real-time” nature of the phantom 
shown in Fig. 5. Geometrical or anatomical phantoms are housed in an 
interchangeable rigid box (inside box). A reusable external housing (outside box) is 
equipped with external markers (stereotactic fiducials and EM tracking coils), and 
can be easily realigned under the overlay. The phantom and needle are tracked with 
respect to each other and registered to the MR/CT images. Using such phantoms, we 
can acquire MRI images for targeting, but then perform the needle placement in the 
laboratory. This arrangement makes it possible to perform hundreds of needle 
placements without holding up the MRI scanner, while the accuracy of electro-
magnetic needle tracking significantly surpasses the usual accuracy of MRI-based 
evaluation.  

 

 
Figure 5: The “real-time” phantom. 

 

3 Experimental Methods 

Prior to beginning trials, numerous needle paths were created in the EasySlice 
planning software that the authors have developed and is described in [2]. The 
software stores the insertion and target points for each planned path as well as the 
angle of insertion needed to accurately reach the desired target. For each of the three 
needle insertion methods (image overlay, bi-plane laser guide and freehand 
interventions) presented, subjects were randomly assigned three different paths in 
three different axial MR slices. The entire insertion attempt was recorded with the 
tracking software. The software then provides insertion and target point error, both in 
and out of the image plane. Needle axis orientation error is also computed. Simple 
forms of gesture tracking are now provided, including distances from the trajectory 
during insertion and the number of re-insertion attempts. 

4 Results 

To demonstrate workflow, four needle insertions were performed with each 
technique in a clinical MRI environment. As expected, accuracy could not be 
assessed due to large artifacts as shown in Fig. 6(a). In the validation testbed, the 
measured needle trajectories were graphically overlaid on the plan and targeting MR 
image as shown in Fig. 6(b). Twenty insertions were performed with each technique. 
Position and orientation errors were measured. Initial analysis showed that the results 
correlate with direct validation performed using fluoroscopy described in [3]. The 
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image overlay’s mean error in the image plane was 1.4mm and 2.5o with standard 
deviations of 0.5mm and 1.9o respectively. The laser guide’s average error was 
1.8mm and 2.0o (1.2mm and 1.8o standard deviation), and freehand produced average 
errors of 2.0mm and 5.2o (1.4mm and 2.3o standard deviation). 

 

Figure 5. Typical results from an MR image (a) and a tracked path (b). Logged 
trajectory showing multiple corrections (c) and direct path (d). 

 

5 Discussion and Conclusion 

Initial assessments of the image overlay, laser guide, and freehand needle insertions 
were performed with the validation system. Experiments with experienced 
radiologists are currently underway. Future experiments will provide independent, 
large scale accuracy assessment of needle insertion procedures using commercial 
surgical navigation systems, image overlay, laser guidance, and traditional 
techniques. The goal is to quantitatively compare placement accuracy, consistency, 
and other important characteristics such as the needle trajectories throughout the 
entire placement procedure.  

In typical needle placement procedures, the interventionalist will often probe the 
patient’s anatomy until the desired target is reached. This probing action can result in 
a great deal of discomfort to the patient as well as significant bruising to the area. 
Analysis of the needle trajectory can provide information about the number of 
insertion and repositioning attempts that were made during an intervention. Fig. 5(c) 
illustrates a trajectory that resulted from repeated reinsertions and Fig. 5(d) shows an 
insertion with minimal repositioning attempts. This information enables researchers 
to study the systems’ ability to minimize discomfort to the patient during the 
procedure.  
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The Perk Station is designed to be a replicable and adaptable tool for teaching 
computer-assisted surgery at all levels. To promote transferability, the complete 
design of the Perk Station, including hardware blueprints, phantoms blueprints, and 
software source code will be made publicly available as open source. Simple design 
and low costs allows interested parties to replicate the hardware and install the 
software. CT/MRI data and pre-made surgical plans will also be provided, so that 
users can operate the Perk Station without having access to medical imaging 
facilities. It is a small, portable, and light weight, and fits in a suitcase when 
disassembled. The apparent simplicity of the Perk Station should not underestimate 
its potential in teaching and training medical professionals, particularly medical 
students and residents. There is a general misperception and under-appreciation 
among the public of the skills required for needle based surgeries. In reality, trainees 
gravitate to learning centers where procedural skills are taught. There is popular trend 
toward minimization the steep learning curve associated with surgical interventions 
through the use of simulators. Static or declining reimbursements have driven the 
need for economical solutions: training systems of with accuracy, efficiency, 
simplicity, and low cost. The Perk Station promises to fit in these trends eminently. 
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01A2, and the National Alliance for Medical Image Computing (NAMIC), funded by 
the National Institutes of Health through the NIH Roadmap for Medical Research, 
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A 3D Stereo System to Assist Surgical

Treatment of Prostate Cancer

Dongbin Chen, Lin Mei, Ara Darzi, and Philip Edwards
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Abstract. This paper presents our work to establish the feasibility and
utility of a system for guiding robotic removal of the prostate (radical
prostatectomy). The guidance is based on preoperative imaging aligned
to the patient on the operating table and presented to the surgeon as
graphics overlaid on the stereo laparoscopic view through the da Vinci
robot. The results of preoperative and intraoperative data collection and
processing are presented, along with stereo calibration and visualisation
on the surgical scenes. We have gathered data on 8 patients for retrospec-
tive evaluation. We have identified the relevant anatomy that should be
modelled: the prostate itself, urethra, surrounding nerve bundle, seminal
vesicles and the pelvic bone for registration. Stereo visualisation pro-
vides good depth perception, which we will present at the workshop. At
present registration is by direct alignment to the endoscope view, but we
plan to incorporate transrectal ultrasound to compensate for soft tissue
motion. There will be full clinical evaluation on 20 patients in the next
phase of this project. From the outset we have considered the path to
clinical implementation and guidelines are presented that could be fol-
lowed by any researchers aiming to provide augmented reality surgical
guidance.

1 Introduction

1.1 Clinical Need

Prostate cancer is increasing in an aging population and is now the most com-
mon form of cancer among men in the UK. Robot-assisted prostatectomy is
becoming an accepted form of surgical treatment [1]. There are significant rates
of complication, however, from both robotic and open radical prostatectomy.
These include impotence, incontinence and recurrence of disease due to incom-
plete resection. We propose that complication rates can be reduced for robotic
procedures using augmented reality (AR) guidance. Overlay of correctly aligned
3D anatomy and pathology derived from preoperative imaging should help the

∗ We would like to thank Cancer Research UK for funding this project
(C24520/A8087). We are also grateful to many other members of the Department of
Computing and the Department of Biosurgery and Surgical Technology at Imperial
College as well as the radiology and theatre staff at St. Mary’s Hospital, London.



surgeon to achieve full extraction of the diseased tissue while preserving as much
as possible of the surrounding neurovascular bundle, leading to better outcomes
for the patient.

1.2 Previous Work

Image guidance is now an accepted tool in neurosurgery, ENT, maxillofacial
surgery and orthopaedics [2, 3]. Visualisation usually shows the location of a
pointer or tool in orthogonal cuts through the preoperative dataset, but AR
solutions showing virtual structures overlaid on an optical or camera view of the
patient have also been proposed [4–6].

Within the abdomen image guidance has been proposed to aid liver surgery [7,
8], but though AR laparoscopy has been suggested [9], only a single clinical
demonstration of AR guidance for adrenalectomy has so far been reported [10].

There are a number of technical hurdles that must be overcome to achieve
AR guidance. The optics of the stereoendoscope must be calibrated. The preop-
erative scan must be registered to the physical position of the patient relative to
the endoscope coordinate system. If there is tissue deformation, this registration
is non-rigid. Finally, the aligned model must be presented to the surgeon in real
time using visualisation that enables correct 3D perception of structures.

In this work we aim to follow a clear path that should lead to a clinically
useful system. This follows a three stage approach — retrospective evaluation,
intraoperative evaluation and initial clinical use. In all phases the involvement
of clinicians is key and the gradual introduction of equipment into the operating
room will ease the acceptance the system. We are currently approaching the end
of the first phase of this project, where preoperative imaging and intraoperative
stereo video data are gathered and evaluated. We present the hardware configu-
ration of the system and describe 3D model construction from preoperative data,
stereo optical calibration and our implementation of AR visualisation. Results
are given for calibration as well as evaluation on a phantom and 8 patients.

2 Methods

2.1 Hardware Configuration and System Integration

Hardware configuration of the system is shown in Figure 1. The da Vinci robot
has a master and slave configuration. The stereoendoscope video images are
captured using a multi-input framegrabber (the Active Silicon LFG4) with input
from the camera controller on the da Vinci stack. The system software runs on
a 64-bit linux workstation (HP XW9400) with dual graphics output (2 x NVidia
Quadro FX1400). The graphics and video are merged by two video mixers (Edirol
LV4) using the chroma-key function. We decided to use video mixers rather
than merging the graphics on the workstation since this ensures there is no
lag introduced and means that the normal surgical view is not dependent on
the function of the workstation. An optical tracker can be incorporated (the
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Fig. 1. The system configuration. The guidance is provided from a workstation which
takes as input the stereo video from the da Vinci robot along with tracking and regis-
tration data from the MicronTrackerTM and ultrasound scanner and produces aligned
graphics. AR is provided using two video mixers to avoid lag in display of the real data

MicronTracker2 from Claron Technologies). Though not yet incorporated, we
aim to include an ultrasound scanned for tracking of soft tissue motion during
surgery.

The proposed system provides 3D visualisation of graphics overlaid on the
surgical scene through the robot’s stereoendoscope. We will display preoperative
image information showing the location of anatomical and pathological struc-
tures accurately aligned to the patient. The 3D nature of the overlaid virtual
features will enable the surgeon to view structures such as the vas deferens,
seminal vesicles and the neurovascular bundle beneath the operative surface,
effectively providing “X-ray eyes”.

2.2 Preoperative Imaging Model

As the first step in deciding on an imaging model, we identified the relevant
anatomy in consultation with clinicians. For guidance of surgery several features
are of interest. These include the prostate itself, the urethra, rectum, seminal
vesicles and the surrounding nerve bundle. Most of these can be seen on MRI,
though the nerves can be difficult to identify. In addition to the local anatomy
we need to extract the bone of the pelvis for registration. This would ideally
come from a CT scan registered to MRI, but we would like to build our model
from MRI alone. This can be problematic, since bone does not enhance with
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Fig. 2. Atlas segmentation. Overlaid on the patient MRI (top) we see the segmentation
resulting from registration of the Atlas to the patient. A 3D rendering of the warped
atlas (bottom left) and corresponding manual segmentation (bottom right) are shown.

MRI. We are examining whether registration to a template CT scan can provide
bone segmentation from MRI.

For our initial group of patients, manual segmentation has been performed
to create a 3D model. This is a laborious task. The advantage of expert manual
segmentation is the high accuracy of results. We are working on automated atlas
segmentation guided by a statistical shape model of the lower abdomen. To this
end we are building a database of scans to ensure sufficiency of the training set
and are developing techniques to establish that the shape model has stabilised.
Comparing the results with expert segmentation, we achieve errors of the order
of 2 voxels.

We have used atlas segmentation to obtain 3D models from 12 patients re-
spectively. Figure 2 shows a 3D model of prostate, pelvis and rectum segmented
from a patient’s scan data. Comparing the warped atlas to the manually seg-
mented patient model, we can see that that there are some small differences. We
are examining whether a final correction of the registration can be applied to
improve the results further.

2.3 Stereo Camera Calibration

Stereo camera calibration is vital component for accurate overlay on the 3D sur-
gical scene. We use Bouguet’s Matlab camera calibration toolbox [11] to calibrate
the stereo camera system. We first determine intrinsic calibration parameters to
each endoscope. These parameters include internal parameters of the pinhole
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Fig. 3. The da Vinci stereo endoscope and an example of the resulting calibration from
the Matlab toolbox

model plus parameters describing lens distortion. The position and orientation
of one camera is established with respect to the other in the stereo phase of
the calibration. Figure 3 gives the reconstruction of locations between the stereo
camera and images captured for the calibration.

2.4 System for Augmented Reality Guidance and Retrospective
Overlay

As well as providing a system for live overlay in the operating room, we have
developed software for retrospective augmented reality. We can also control the
position and orientation of the 3D models overlaid on recorded intraoperative
video. The software interface displays a 3D surgical scene with overlay as a pair
of stereo images, which can be viewed using a simple set of prism glasses. This
retrospective overlay system enables experimentation with different rendering
paradigms and allows us to examine which visualisations provide useful guidance
and accurate depth perception. This can be done without taking up time in the
operating theatre.

For live overlay, the workstation simply displays graphics on a blue back-
ground. The video mixers then merge this with the live endoscopic video using
the blue color as the background colour for chroma-keying. Registration is cur-
rently achieved by manual alignment with the visible pelvic arch, but we are
working on automated alignment to the stereo video and refinement using tran-
srectal ultrasound.

3 Results

Figure 4 shows overlay on a prostate phantom. The overlay shows pelvis, prostate,
urethra and seminal vesicles. Figure 5 shows an example of augmented reality
on a real intraoperative patient view. We have collected such data on 8 patients
and will present these at the workshop.
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Fig. 4. Overlay on the anatomical phantom of the pelvis and prostate. The visible
structures (e.g. pelvis) are seen to be correctly aligned and the underlying prostate
and seminal vesicles are visible in the augmented view.

4 Guidelines and Principles for the Clinical Introduction

of Augmented Reality

As with all systems that aim to provide augmented reality surgical guidance,
our intention is to have a clinically usable system that provides benefits for the
surgeon and patient. Our experience in developing such systems has led to a
number of guidelines that may be useful to other researchers.

4.1 The Three Stage Approach

We propose the introduction of AR in the following three phases.

1. Retrospective evaluation
2. Intraoperative evaluation
3. Initial clinical introduction

In the first stage, information preoperative imaging and intraoperative video
data is gathered. Evaluation can then be performed after the operation. Iden-
tification of critical points in the procedure that could benefit from guidance is
possible at this point and many different visualisation methods can evaluated.
The gathered data also enables testing of algorithms for registration. The result
of this phase should be a protocol for both the software and the intraoperative
workflow, identifying which anatomy or pathology should be shown and when.

In the second phase the system should be fully functional in-theatre. The
surgeon can then view and evaluate the displays and provide vital feedback. At
this point, however, the surgeon should only be evaluating the system and the
guidance must not be used to influence surgical decision making. This enables
the guidance methodology to be tested and developed in accordance with clinical
requirements and should result in a stable system.
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Fig. 5. An example overlay on a patient. Alignment is achieved using the pubic arch.
The urethra is seen to match well (green). The position of the prostate before excision
is shown in red.

The final phase is clinical evaluation where the surgeon can use the system to
influence the procedure. Since the surgeon will be familiar with the system from
the previous phase this reduces the risk of incorrect decision making, perhaps
from inaccurate guidance or overestimation of the system accuracy.

Having these three clear phases give a simple and relatively safe process
for the introduction to the operating theatre and can be useful when obtaining
ethical approval.

4.2 General Principles for Clinical AR

As a result of our experience over many years, we have adopted the following
principles that might be useful for other AR researchers to consider:

1. Ensure that there is a clinical need for guidance
2. Use the three stage approach (see above)
3. Use existing equipment wherever feasible
4. Introduce innovations one at a time (as far as possible)
5. Obtain and document feedback from clinicians
6. Minimise disruption to the normal clinical workflow
7. Ensure existing systems are available as a fallback
8. Do not allow clinical reliance on research systems until stage 3

Failure to follow these guidelines may lead to slow adoption of AR technology.

5 Discussion and Future Work

We have presented a system for augmented reality guidance of robotic prosta-
tectomy. Though we are currently at the first phase of retrospective overlay,
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the path to clinical implementation in the next two years is clear. We have de-
scribed principles and guidelines for the adoption of AR into the clinical setting
that other researchers should consider for their systems.

There are a number of technical developments in progress. We are automat-
ing the segmentation and preoperative model building from MRI. We would like
to have a live optical calibration that can be used during the operation. The
principal technical issue for any guidance system is registration. We are working
on automated rigid alignment to the stereoendoscope view and updated align-
ment using transrectal ultrasound to follow soft tissue deformation. It is expected
that the overall system will lead to reduced rates of incontinence, impotence and
disease recurrence to the benefit of prostate cancer patients.
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Abstract. Off pump intracardiac surgery is an area of research with
many unique challenges. Surgical targets are in constant rapid motion in
a blood filled environment that prevents direct line of sight guidance. The
highly restrictive workspace requires compact yet robust tools for proper
delivering therapy. In this paper we describe a comprehensive system
currently under development for the treatment of conditions including
mitral valve replacement, atrial septal defect repair and ablation thera-
pies for atrial fibrillation. We describe the basic features of our system
and our preliminary experiences towards its clinical implementation.

1 Introduction

In the context of cardiac interventions, minimizing invasiveness has inevitably
led to more limited visual access to the target tissues. Minimally invasive ap-
proaches have emerged in response to the need to reduce morbidity associated
with traditional techniques. Two key components of image-guided surgery (IGS)
consist of first, the ability to register multi-modal pre- and intra-operative im-
ages to each other and to the patient, and secondly, to track instruments in real
time during the procedure, while displaying them as part of a realistic model
of the surgical volume. For the most part, IGS relies on the assumption that
pre-operatively acquired images provide a sufficiently accurate representation of
the intra-operative anatomy. This assumption is typically valid in areas such
as orthopedic interventions, where the the anatomy primarily undergoes rigid
transformations. However, it may not necessarily be valid for other soft tissue
interventions, and it definitely poses a significant issue in the case of cardiac
interventions. Considering the large myocardial deformations, intra-operative
imaging using X-ray fluoroscopy, interventional MRI, US or video that provide
accurate, real-time information on the anatomical changes are often employed
in the modern operating rooms (OR) to ameliorate this situation. Moreover,
stereoscopic, virtual and augmented reality techniques have been implemented
to enhance visualization and surgical guidance.

We developed a novel surgical guidance package to facilitate therapy delivery
on the beating heart. Our platform relies on trans-esophageal echocardiography



(TEE) for real-time intra-operative guidance, pre-operative cardiac models for
anatomical enhancement, and magnetic tracking technology for real-time track-
ing of surgical instruments [1]. We envision that virtual reality (VR)-enhanced
ultrasound (US) guidance will eliminate the need for intra-operative fluoroscopic
imaging and allow the fusion of surgical planning and guidance [2, 3].

Fig. 1. Schematic representation of the OR setup during a VR-enhanced US guided
procedure. Information is delivered to the surgeon either via overhead monitors or
stereoscopically via head mounted displays (HMD).

To illustrate our long-term research endeavours, we follow a subject through
the prospective clinical routine associated with this proposed technique. Pre-
operatively, a dynamic cardiac MR dataset is acquired and used to generate
a subject-specific heart model [4]. Peri-operatively, ECG-gated, dynamic real-
time cardiac images are acquired via a tracked TEE probe, which are then post-
processed into 3D volumes depicting the heart at different cardiac phases [5].
A feature-based registration technique is used to map the pre-operative model
onto the the intra-operative anatomy revealed in US [6, 5]. Ultimately, the virtual
surgical environment is augmented with models of the surgical instruments (i.e.,
the ablation tool) tracked in real-time using a magnetic tracking system (MTS)
(Fig. 1). As a result, clinicians can explore the intracardiac environment in real-
time via US, using the registered pre-operative models as guides, and navigate
tracked surgical tools intuitively relative to the 3D cardiac anatomy.

This paper provides an overview of our augmented reality-based surgical
guidance platform and focuses on the translation of the research from the IGS
laboratory into the operating room. We discuss the clinical translation from the
perspective of common intracardiac procedures, while outlining the necessary in-
frastructure and challenges that must be overcome to ensure smooth integration
within the clinical environment in a modern OR.
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2 Surgical Platform Architecture

Our surgical guidance platform integrates a wide variety components for IGS
applications, including multi-modality image visualization, anatomical modeling,
surgical tracking, and haptic control. Moreover, given the lack of visualization
during off-pump surgery, we used this platform to build an AR environment to
provide surgeons with a virtual display of the surgical field that resembles the
real intracardiac environment to which they do not have direct visual access.

2.1 Augmented Reality Environment

Intra-operative Echocardiography: Ultrasound is widely employed as a
standard interventional imaging modality. Specifically, 2D TEE provides good-
quality images and eliminates the interference between probe manipulation and
surgical work-flow, but the main drawback arises due to its inadequacy of de-
picting sufficiently crisp representations of the anatomical targets and surgical
tools. While such inadequacies may be tolerable in in vitro studies performed
in a laboratory environment under ideal conditions, they are highly amplified
in a clinical setting by the complexity and variability of the anatomy, image
quality, and orientation of the US beam with respect to the anatomy (Fig. 2).
To address these limitations, we augment the 2D intra-procedure images with
anatomical context supplied by the pre-operative models generated from CT or
MR images acquired prior to the intervention.

Fig. 2. a) 2D TEE image of the valve tool and clip applier inside a beating porcine
heart; b) Pre-operative MR image and c) model of porcine heart at mid-diastole.

Pre-operative Anatomical Modeling: For in vitro studies involving cardiac
phantoms, we rely primarily on pre-operative CT images for model building,
given their good contrast and temporal resolution, and make use of automatic
techniques for image segmentation, such as the Vascular Modeling Toolkit4. On
the other hand, once translating to clinical porcine studies, the insufficient con-
trast between cardiac structures provided by CT without contrast enhancement

4 VMTK: http://villacamozzi.marionegri.it/∼luca/vmtk/doku.php
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forced us to resort to the use of MR images. Their excellent soft tissue character-
ization capabilities facilitated the of anatomical feature identification, leading to
better quality subject-specific models. We first model each cardiac component,
then assemble them together according to the complexity of the procedure. Typ-
ically, the main features of interest include the left ventricle myocardium (LV),
the left atrium (LA), and the right atrium and ventricle (RA/RV).

Fig. 3. Anatomical models of porcine heart chambers extracted from pre-operative MR
images: a) LV; b) RA/RV; c) LA; d) Complete heart model: LV, LA, RA/RV.

However, MR imaging is still not the answer to all our doubts, as a next
common obstacle is extracting fine anatomical structures (i.e. mitral or aortic
valve) from low-resolution, thick-slice, clinical MR data. To ameliorate this in-
convenience, we have developed and tested a technique on human data that
relies on fitting a high-resolution, average heart model to clinical-quality MR
datasets of new subjects via non-rigid registration, leading to reasonably ac-
curate subject-specific models. Nevertheless, for the time being, porcine cardiac
models are generated via manual segmentation, as we are in the process of build-
ing a porcine heart atlas similar to the human one.

Fig. 4. Dynamic model of a porcine heart depicted at different cardiac phases.

Ultimately, a dynamic cardiac model depicting the heart at different time
points in the cardiac cycle, is obtained by sequentially propagating the static
model throughout the cardiac cycle with the motion estimated via non-rigid
image registration [7] and rendered to portray the dynamics of the heart Fig. 4.
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Pre-to Intra-op Registration: We employ a peri-operative feature-based reg-
istration technique to augment the intra-operative US images (Fig. 5a) with
the pre-operative cardiac models (Fig. 5b). Easily identifiable targets in both
datasets, the mitral (MVA) and aortic (AVA) valve annuli, are chosen to drive the
registration. The pre-operative annuli are segmented manually from the cardiac
MR image using a custom-developed spline-based segmentation tool (Fig. 5b)
; the intra-operative annuli are extracted from “pseudo” 3D US volumes gen-
erated by assembling 2D TEE images acquired at finite angular increments,
according to their spatial and temporal time-stamps encoded by the MTS and
ECG-gating. The algorithm first aligns the centroids (translational component)
and normal unit vectors (rotational component) corresponding to the homolo-
gous annuli, and ultimately refines the alignment via an iterative closest point
approach, minimizing the distance between homologous features.

Fig. 5. a) Intra-operative US image, and b) pre-operative model, showing the MVA
and AVA; c) Pre- and intra-operative datasets fused via feature-based registration.

This mapping technique is suitable for cardiac interventions, as the selected
valvular structures are easily identifiable in both datasets, and they also ensure
a good alignment of the pre- and intra-operative surgical targets. Furthermore,
given the location of the features used to drive the registration, we expect good
anatomical alignment in the surrounding regions, enabling us to employ this
technique for a variety of image-guided interventions inside the heart.

Surgical Tracking: For all off-pump interventions, it is crucial for the surgeon
to know the position and orientation of the instruments with respect to the
intrinsic surrounding anatomy at all times during the procedure. In our platform,
this feature is integrated via the NDI Aurora (Northern Digital Inc., Waterloo,
Canada) MTS, which of course, imposes a series of limitations with respect
to what equipment may or may not be present in the surgical field. Virtual
representations of the instruments, registered to their physical counterparts, are
tracked in real time relative to the pre- and intra-operative anatomy within the
AR environment. In addition, a reference sensor is attached to a stationary region
of the subject to avoid the need to recalibrate the “world” coordinate system
in case of accidental motion of the subject or field generator. As an example,
for a MV implantation, we need virtual representations for the TEE transducer,
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Fig. 6. a) Physical and b) virtual representation of a prosthetic mitral valve attached
to the valve-guiding tool; c) AR environment specific to an in vivo porcine study.

valve-guiding tool and valve-fastening tool Fig. 6. A more sophisticated model
is required for the US probe, as it incorporates the video feed from the scanner
and the image plane must be automatically adjusted to changes in rotation angle
and depth as manipulated by the sonographer.

3 Image-Guided Therapy Applications

Mitral Valve Implantation: Direct access was achieved using the Universal
Cardiac Introducer (UCI) [8]. The AR environment consisted of the pre-operative
model registered to the intra-procedure US, and virtual representations of the
valve-guiding tool and valve-fastening tool — a laparoscopic clip applier. The
procedure involves the positioning and fastening of the valve onto the native
mitral annulus. Both steps entail the navigation of the tools to the target under
guidance provided by the virtual models, followed by the correct positioning and
attachment of the valve via surgical clips, guided via US (Fig. 7). Intra-operative
assessment using Doppler imaging confirmed a successful valve placement, also
observed in the post-procedure analysis. Nevertheless, one of the applied surgical
clips failed to properly secure the valve due to poor penetration into the tissue.

Fig. 7. a) AR environment showing virtual models of the US probe and surgical tools;
b) OR setup during AR-guided interventions; c) Post-procedure assessment image.

Atrial Septal Defect Repair: The ASD repair procedure entails similar tasks
as the MV implantation, however the surgical target is not readily defined. The
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septal defect was created by removing a circular disc of tissue from the fossa ovale
under US guidance, using a “hole-punching” tool. The blood flow through the
ASD was identifiable on Doppler US. The repair patch was guided to the target
under virtual reality guidance. Once on target, US imaging was used to correctly
position the patch onto the created ASD and anchor it to the underlying tissue.
Correct ASD repair was confirmed in the post-procedure assessment (Fig. 8b).
While the VR-enhanced US guidance provided significant assistance in both
navigation and positioning, this study also raised the need to improve tool design
to better suit the limited intracardiac space.

Fig. 8. a) Tools employed during the ASD creation and repair; b) 2D US image showing
the septal defect; c) Post-operative image showing the successful ASD repair.

4 Roadblocks in Clinical Translation

In spite of our recent successes, the translation from the lab to the clinic has
helped us identify caveats specific to the OR environment that had not posed
major concerns within the in vitro laboratory conditions. Here we summarize
some of these the lessons, hoping that some of you will learn from our experience.

How Accurate is Accurate Enough? One of the most frequent questions
in IGS is “How accurate is your surgical platform”? One must keep in mind
that, unlike orthopedic or neurological applications, cardiac IGS will always be
prone to higher inaccuracies, mainly due to the high degree of rapid movement
of cardiac tissue and the limitations of working in a blood filled environment,
and amplified by the difficulties in building perfect anatomical models of the
heart and the limited accuracy when mapping the pre-operative models to the
intra-operative patient anatomy. We previously generated sufficiently accurate
subject-specific models of the human heart capable to predict the MVA location
throughout the cardiac cycle [4], and registered the models to their corresponding
US images. Moreover, we quantified in vitro the alignment of the virtual models
with their US images [9, 10], and assessed the accuracy in targeting static and
dynamic “surgical targets” located on the epicardial surface of a beating heart
phantom [11]. Given these applications, our system proves clinically feasible,
considering the accuracy of the MTS on the order of 1-2 mm and the scope of
the pre-operative models to enhance intra-operative anatomical context.
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Zoom in where Needed: Surgical Target Identification. We currently em-
ploy the pre- and intra-operatively defined AVA and MVA to drive the model-to-
subject registration peri-operatively in the OR. While the pre-operative features
are better defined given the improved image quality, the intra-operative feature
identification poses many challenges. We are currently exploring ways to acquire
and reconstruct 3D US images from tracked 2D US images in nearly real-time,
and employ automatic or semi-automatic algorithms to extract features. This
approach would allow us to quickly and accurately identify the intra-operative
surgical targets, and provide the flexibility to update the pre- to intra-operative
registration as often as needed during the procedure. In spite of the recent launch
of 3D TEE, this modality has a restrictive field of view which very often makes
it impossible to visualize both the surgical targets and tools in the same volume;
reconstructed 2D US, with its much larger field of view, is more robust if it can
be achieved in near real time.

Cutting-edge Hardware: Surgical Tool Design. Surgical tool design and
manufacture is a project of its own in IGS, especially when subject to multi-
ple constraints imposed by the cardiac anatomy, interventional application, and
surgical environment. We have always faced the challenge to design and build
our own tools or adapt other available tools for the application at hand. For ex-
ample, we had to build various prototypes for the valve- or ASD patch-guiding
tools, embed the MTS sensors inside the tools, and test their compatibility with
the surgical environment. Moreover, we adapted a laparoscopic stapler for ab-
dominal interventions as a fastening device for both the valve and ASD patch,
in spite of its slightly over sized dimensions for intracardiac applications. Most
off-the-shelf tools do not comply with our requirements, and we do believe that
the most efficient approach would be to involve a medical device manufacturer
into the project and have them build tools that fit the applications. After all,
sub-millimeter accuracy is meaningless unless appropriate surgical instruments
are available for safe therapy delivery.

Minimizing our “Footprint” in the Operating Room. A “busy” environ-
ment is not uncommon in an OR, raising the concern of using magnetic tracking
technology for surgical tool tracking as opposed to an optical system, which in
turn implies the avoidance of any ferro-magnetic objects in close proximity to
the magnetic field emitter [12]. Moreover, given that tracking accuracy decreases
away from the magnetic field emitter, it is imperative that the field generator be
placed within a range of 20-30 cm from the most probable tool location . Initially
we had the field generator overhanging just above the surgical field, but space
is also “expensive” in the OR, especially when surgeons complain of not having
sufficient room in doing what they are best at. As this setup was obstructing the
regular “task flow”, we adopted the approach of embedding the magnetic field
generator within the mattress of the operating table, underneath the heart. This
location has the additional benefit of placing tracked sensors closer to the field
generator than large bodies of metal such as rib spreaders, making the MTS
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substantially more robust. Cables from the sensors are placed under or along
the OR table to be as unobtrusive as possible. Similarly, the overhead monitors
must be placed such that the surgical team can access them with minimal effort.

Making the New Look like the Old: Teaching AR to Surgeons. The
AR guidance platform is a novel surgical technique and in spite of our efforts
to make it a common part of the current operating rooms, we are well aware
that it may not make its way into conventional surgery for a few years. Over the
years, surgeons have become familiar with “standard views” of human anatomy.
Although we are now able to provide an unlimited range of oblique views of tools
and surgical targets, it is often best to stick to the displays surgeons are most
familiar with to maintain intuitive guidance. The best approach is to make the
new look as much like the old, and instead of overwhelming them with a lot of
new technology at once, rather give them the time to get accustomed to the new
environments, and let them tell you how impressed they are. After all, very few
surgeons will give your new guidance platform the time of the day while still in
development, but they will all want to be the first ones to perform the clinical
trials, especially if highly ranked by their colleagues and widely advertised by a
large medical device manufacturer!

Maximizing Returns: Optimally Display the AR Environment. Mini-
mal invasiveness restricts both visual and surgical access. For off-pump intrac-
ardiac interventions, surgeons can’t “see” what they do, and therefore the AR
guidance platform is their eyes. We have considered several approaches regard-
ing the most appropriate display of the AR environment to the surgeons, in-
cluding a simple computer monitor, a flat screen overlaid onto the patient and
located above the operating field, a stereoscopic screen enabling 3D visualiza-
tion, or head-mount display (HMD) units, which allow the surgeons to directly
“navigate” within a virtual volume [13, 14]. These different alternatives will be
explored in our future work; for the time being, our surgical team has reported
great comfort using both overhead monitors and HMD units for visualization.

5 Conclusions

We briefly described several IGS components developed and validated in our
laboratory and outlined the path to transpose traditional cardiac surgery into
an AR environment in a clinical setting. Some of the lessons learned while paving
the road to the clinic have proved to be rather harsh and we still expect several
other surprises down the road, given the increased complexity of the procedures
attempted. But nevertheless, new image guidance tools are being developed al-
most every month, new generations of clinicians complete their medical training
every year, so it really is not unrealistic at all to expect that operating rooms of
the future will be readily equipped with image-guidance systems.
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Abstract. A 2D ultrasound enhanced virtual reality surgical guidance
system has been developed in our laboratory. The system was tested in
both the laboratory and the clinic. Recently, we studied the accuracy
of two the ultrasound calibration methods with five different ultrasound
transducers using a spherical object as the test platform. In this paper,
we extend that work to use the superior vena cava and right atrium of a
beating heart phantom as the metrological test artefact. The right atrium
was imaged using the tracked ultrasound and the expected cross-sectional
outline was determined using the intersection of the ultrasound plane and
the surface model in the surgical guidance system. The expected and
observed outlines are compared. The results show that the ultrasound
calibration methods were sufficiently accurate in the spatial domain, but
that temporal calibration is required to ensure accuracy throughout a
given procedure.

1 Introduction

Traditional intracardiac surgeries are highly invasive procedures. The patient
is opened at the sternum, placed on a cardiopulmonary bypass (heart-lung)
machine and their heart is arrested so that the therapy can be applied. Risks
to the patient include long recovery times, adverse immune response and pos-
sible neurological damage. To address these risks, we have developed an ul-
trasound enhanced virtual reality system whereby the therapy is applied to
the beating heart using either (i) a mini-thoracotomy via the Universal Car-
diac Introducer R© (UCI) [1, 2] or (ii) via a percutaneous approach. The Atamai
Viewer (www.atamai.com), a software package based on the Visualization Toolkit
(VTK, www.kitware.org), is the foundation of the virtual reality software en-
hanced with real-time 2D ultrasound. The ultrasound transducer and surgical
tools are tracked using a magnetic tracking system (Aurora R©, NDI, Waterloo,
ON, Canada) which, when employed in conjunction with a virtual environment,
provides the surgeon with an interactive environment without direct vision.

Here we extend our previous work [3–5] on the evaluation of the performance
of such systems. The system was tested for (i) targeting a static point source [3],



(ii) the insertion of a mitral valve in an ex-vivo porcine heart [4], and (iii) the
identification of objects of point source and larger sized objects [5]. Here, we
extend the work from [5] which used an approach similar to [6] except that both
trueness and precision were assessed for the point source testing. Also, the 3D
reconstruction used in [6] was ignored in favour of studying the difference be-
tween the outlines of the cross-section of a spherical object (table-tennis ball)
appearing in the 2D ultrasound image, and the predicted outline of the spher-
ical object based on the a priori model. In this paper, the spherical object is
replaced with the inner surface of the superior vena cava and upper portion of
the right atrium of a beating heart phantom (Chamberlain Group, Great Bar-
rington, MA, USA) under static conditions. A geometrical model of the right
atrium was created from a CT scan and the actual chamber was imaged using
the ultrasound enhanced virtual reality surgical guidance system. The expected
outline, computed using the intersection of the ultrasound plane and the geomet-
rical model, was compared to the observed outline in the ultrasound image. The
experiment was performed using two different ultrasound calibration methods
(Z-bar [7] and phantomless [8]), and five different ultrasound transducers. We
report on the agreement between the observed images and the expected outlines
and provide a discussion on the level of performance observed.

2 Methods

The goal of this experiment is to test how well the tracked ultrasound image
agrees with a virtual model of a static object4. In order to provide clinical con-
text to the experiment, we chose to use a beating heart phantom as the metro-
logical test platform. Several fiducial markers, whose positions were determined
by identifying them with a tracked 3.2mm spherical tool tip, were placed on the
heart surface and the mounting base for registration purposes (see Fig. 1).

A static CT scan of the heart phantom was obtained and the CT scan was
segmented using the Vascular Modelling Toolkit (VMTK5) and ITK Snap. Two
surface meshes were segmented from the CT volume for (i) the epicardial surface
and (ii) the superior vena cava along with the upper portion of the right atrium.
The surface model of the superior vena cava and the right atrium is provided in
Fig. 1.

The beating heart phantom was placed in a 7% glycerol solution bath so
that the various ultrasound transducers operated at the appropriate speed of
sound (1540m/s). The images and surface models were loaded into the surgical
guidance system and the models were registered with the phantom heart by
digitizing the fiducial markers using the magnetic tracking system.

A 6 DoF magnetic tracking sensor was placed on each ultrasound transducer.
The transducer was spatially calibrated using first the Z-Bar [7] and then the
phantomless [8] methods. Once calibrated, the ultrasound image was tracked and
displayed in the surgical guidance system (see [1] for details). The cross-sectional

4 Future work includes performing a dynamic test with a temporal calibration.
5 VMTK: http://villacamozzi.marionegri.it/∼luca/vmtk/doku.php
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Superior Vena Cava

Right Atrium

Fig. 1: Left, beating heart phantom and segmented surface of the superior vena cava
and right atrium. Right, segmented surface being imaged by the Adult TEE where
the expected outline occurs at the intersection of the ultrasound plane and segmented
surface. Clear objects on the heart surface are fiducial markers. Pink flexcords with
teflon balls on the tip are metrological devices for another study.

outline of superior vena cava and right atrium in the AP/LR plane were imaged
at several points along the surface model. The expected outline was determined
from the intersection of the infinite plane formed by the ultrasound fan and
the surface model of the vena cava and right atrium using the vtkCutter class
from VTK (see Fig. 1). The observed outline was marked on the ultrasound
image itself. A sample ultrasound image using the adult transesophageal probe
from Philips is provided in Fig. 2 where the expected and observed outlines are
marked in green and yellow, respectively.

The points that define the outline form an irregular polygon. The centroid
and area of the expected and observed polygons are computed by respectively
averaging the center of mass and areas of a collection of triangles that were
formed by the polygonal vertices. The expected and observed centroid positions
and areas are compared and summarized in section 3.

3 Results

In all, two ultrasound calibration methods (Z-Bar [7] and phantomless [8]) were
tested along with five different ultrasound transducers: (i) Aloka neuro echo
transducer (N), (ii) Philips adult transesophageal echo transducer (AT), (iii)
Philips pediatric transesophageal echo transducer (PT), (iv) Sequoia AcuNav
intracardiac echo transducer (IC), (v) Aloka laparascopic echo transducer (L).
In all, only 9 tests were performed because the Z-bar phantom used at our
laboratory is too large for the laparascopic probe’s field of view.
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a) b)

Fig. 2: Sample image of the right atrium with the expected (green) and observed
(yellow) outlines for the a) intracardiac probe and b) laparascopic probe.

For each image of the right atrium surface model, the outline was marked
with up to 16 points in the ultrasound image to form an irregular polygon. The
centroid and areas of the expected and observed outlines were computed. The
centroid distance error (derr) is found by taking the magnitude of the difference
between the observed outline centroid (po) and the expected outline centroid (pe)
given by ‖po−pe‖. The area percent difference was computed using the expected
area as the reference such that %diff = 100·(Ao − Ae) /Ae. The centroid distance
error RMS and the area percent difference mean and standard deviation are
summarized in Table 1. Fig. 3 provides two plots, one for Z-bar calibrations and
one for phantomless calibrations, which show the distribution of the centroid
error on the image plane. Fig. 4 shows the distribution of the centroid distance
error using a box plot format. The box plots are a better method to examine
these than the statistics provided in Table 1 since the distributions are one-sided
resulting in a non-Gaussian distribution.

Table 1: Summary results for the centroid error and area percent difference.

Z-Bar Calibration Phantomless Calibration

Transducer Centroid Area Centroid Area
RMS % Diff RMS % Diff

N 1.82 8.6 ± 12.3% 2.18 3.1 ± 12.1%
AT 5.68 16.1 ± 11.4% 2.64 -4.7 ± 11.5%
PT 3.12 -26.3 ± 10.3% 4.38 -12.6 ± 24.0%
IC 1.07 -17.14 ± 10.0% 2.78 -18.0 ± 8.7%
L - - 1.79 13.8 ± 7.4%
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Fig. 4: Box plots showing the distribution of the centroid error for each test case.

4 Discussion

In our previous work [5], we noticed a significant difference in the transformations
computed using the two different calibration methods. We attributed this to the
need for the phantomless calibration tool to be held at multiple orientations
relative to the ultrasound plane. For the experiments described here, we were able
to set up the calibration such that the tracked calibration probe could be placed
in a wider range of orientations. Therefore, the calibration matrices obtained
from each calibration method were more similar, although the translations still
differ by distances up to 3-4mm. Further investigation on how to optimize the
two methods to ensure a proper calibration will be continued in the future.

In general, the results in Table 1 show that the two calibration methods
perform well for our surgical guidance system. However, the centroid error RMS
is quite high for the Adult TEE using the Z-Bar calibration as it approaches
6mm. The box plot in Fig. 4 shows the error ranging from less than 2mm to
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more than 8mm. After examining some of the results we noticed a significant
discrepancy in the data where some of the outlines matched poorly (Fig. 5a)
and some them matched quite well (Fig. 5b). The Adult TEE with the Z-Bar
was the first completed test case and some difficulty was experienced in holding
the transducer steady, resulting in the ultrasound image moving during the data
collection. This experiment was designed with the expectation that the data
would be collected under pseudo-static conditions, i.e., the probe would be held
steady at each collection. Hence, no temporal calibration was completed and the
ultrasound video feed and the tracking system were not synchronized. Therefore,
any movement of the transducer at the time of collection would result in an
additional error such as the one seen in Fig. 5a. As the remaining test cases
were completed, the user operating the ultrasound transducer became better
at maintaining the pseudo-static requirements and the results improved. It is
expected that our future work in this area will include a temporal calibration,
particularly as we venture into experiments using a dynamic environment.

Fig. 5: Two examples for the Adult TEE probe using the Z-Bar calibration. In a) a
translation between the expected and observed is seen but in b) the two are aligned
quite well. The discrepancy is caused by the lack of a temporal registration and move-
ment of the sensor in a).

We also noted some discrepancies in the surface model obtained from the CT
and the actual cavity shown on the ultrasound image. Fig. 6a shows an image
obtained where the expected outline is much smaller in area than observed. The
enlarged view in the inset shows that there is no indication of any sort that the
rear portion of the chamber exists in the ultrasound image. This is not due to
the errors introduced by the lack of a temporal calibration, but is caused by
the inability of the neuro ultrasound transducer to image the thin wall at the
junction of the right atrium and pulmonary artery.

As shown in Fig. 6b, the outline observed using the pediatric probe was often
smaller than expected. The point spread function in the transducer causes the
boundaries of the right atrium to be blurred such that there is no clear indica-
tion as to where the boundary exists. The enlarged inset shows the level of blur
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for this transducer and also explains why the area of the polygons was consis-
tently smaller than expected. A similar effect was observed with the intracardiac
transducer.

These discrepancies are a very good indication of why the ultrasound en-
hanced VR system is needed for accurate intracardiac surgery. In each of these
cases the VR model provides an additional level of context for the actual shape
of the vessel or chamber. This information would not be available in a procedure
where only a 2D or 3D ultrasound image was used for guidance.

Fig. 6: Examples of errors caused by the ultrasound image for a) neuro probe and b)
the pediatric TEE probe. The insets provide enlarged views of the right atrium without
the expected or observed outlines. In a) the expected outline is much further away from
the transducer than the observed outline. The image provided by the pediatric TEE
in b) shows how blurred the surface edges become due to the point spread function of
the ultrasound transducer.

In the results presented here the errors are based on a single ultrasound
calibration for each test case. It would be beneficial if the uncertainty of the cal-
ibration could be modelled statistically whereby the calibration transformation
matrix would have a 6×6 covariance matrix for the independent transformation
parameters which would in turn provide an uncertainty model for the expected
outlines. One method to determine the calibration uncertainty involves repeating
the calibration 100 or 1000 times to generate a statistical sampling. However, this
method is a daunting task where the time it takes to collect and mark the cali-
bration images is significant. But, since both calibration methods fundamentally
rely on a point-based registration, the uncertainty of the ultrasound coordinate
frame can be estimated using target registration error (TRE) models [9,10]. The
difficulty with this method is that determining accurate statistical models of
the fiducial localizer error (FLE) is complicated. If we could estimate the FLE
for each homologous point used in the registration, then the estimation of the
calibration uncertainty would be trivial.
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5 Conclusions and Future Work

It is clear that the two calibration methods are sufficient for calibrating the
tracked ultrasound images, although it is critical that temporal calibration is
also completed. Future work will include repeating this study under dynamic
conditions and developing a statistical model that describes the uncertainty of
a given ultrasound calibration.
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Abstract. Several image guided surgery systems were introduced in the
research community throughout the past decades. Only a few have found
their way into the operating room and even a smaller number of them into
everyday clinical routine. Within this paper, we describe a method for
workflow based preclinical assessment of image guided surgery systems.
This analysis can reveal surgical phase-related strengths and weaknesses
of the system that can lead to design changes potentially leveraging fu-
ture clinical acceptance. The method is based on a workflow analysis of
the clinical procedure and the conduction of carefully designed surgery
simulations resulting in a quantitative comparison of the current and the
newly proposed system. The method was applied to assess the perfor-
mance of the camera augmented mobile C-arm (CamC), which extends a
standard mobile X-ray system by a video camera and provides an overlay
of video and x-ray image without any online calibration or registration.
This system was applied on several real-world and simulated vertebro-
plasty procedures and compared to conventional fluoro CT guided inter-
ventions. The analysis of these simulations provides initial quantitative
results and a comparison of the current clinical method and the new sys-
tem in terms of duration, X-ray exposure, and changes in the workflow.

1 Introduction

Radically novel systems for image guided interventions, e.g. systems using aug-
mented reality visualization, face a long and tedious process from the conception
of the initial idea until they are clinically applicable. This process includes the
process of modeling the problem, designing the algorithms and the system, im-
plementing and engineering the system, and finally evaluating the system in
terms of its suitability for clinical usage.

One approach for the classification of the assessment of systems for image
guided interventions was proposed by Jannin and Korb [1]. Their concept pro-
posed an evaluation classified in six different levels. The here introduced model
is motivated by this multilevel concept and proposes a reference-based method
to compare computer assisted navigation systems with the currently used surgi-
cal procedure in the operating room. Observing, monitoring and analyzing the



medical workflow allow for the creation of surgery models. A simulated pro-
cedure is designed with respect to the surgical model and is used to compare
the workflow of the novel approach against the currently applied surgical pro-
cedure. The comparison is based on a set of parameters monitored during both
approaches. This will provide a structured way in assessing clinically relevant pa-
rameters already within a preclinical prototype and justify its further expensive
and time-consuming ex-vivo and in-vivo studies. Thus already within an early
stage of development an assessment based on this model shows potential to cre-
ate meta models to assess parameters of the surgical strategy and performance
by analyzing the workflow.

As an exemplary scenario for the proposed evaluation method, it was ap-
plied to the camera-augmented mobile C-arm system (CamC) which is further
explained in section 2 and used for vertebroplasty procedures, further explained
in section 4.1. For our exemplary evaluation, we monitor several parameters
during the simulated vertebroplasties in order to verify two assumptions of the
CamC system. One assumption is that it is reducing the radiation exposure of
the surgical team and patients during the intervention. The other assumption
is that it does not interfere with or complicate the current clinical workflow.
Monitoring parameters relevant to these assumptions could prove the clinical
usefulness of the system under inspection and justify the conduction of further
cadaver and patient studies.

2 The Camera Augmented Mobile C-arm System

Fig. 1. The CamC system merges the the X-ray image (left) onto the video image
(middle), creating an augmented view (right) which provides an intuitive interface for
skin incision and instrument positioning.

Mobile C-arms are used every day in clinical routine in trauma and orthope-
dic surgery departments. With their introduction into the operating room, there
was an increase in radiation exposure for both patient and surgical team [2].
Image guided surgery system and navigation solutions for trauma and orthope-
dic surgery aim at the reduction of the invasiveness including the radiation dose
while ensuring the optimal patient outcome. Traditional navigation solutions for
spine surgery use spatial localization systems to track instruments and patient in
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3D space and register medical imaging data into the tracking coordinate frame
[3, 4]. The used image guided surgery systems are thus either based on preoper-
ative CT data (e.g. [5]) or intraoperative 3D (e.g. [6]) or 2D (e.g. [7]) all of them
with their advantages and disadvantages. The systems based on intraoperative
imaging acquire the image data within the tracking coordinate system and thus
do not require any additional patient registration procedure. However, within
clinical routine these systems require a long setup time, special instruments,
add complex and manifold equipment to the operating room and they require
technically trained surgeons or technical staff. The CamC system extends a stan-
dard mobile C-arm by a video camera (cf. figure 2) such that the video image
and the X-ray image are overlaid (cf. figure 1) without further calibration and
registration. This is achieved by a double mirror construction and a one time cal-
ibration routine during the construction of the device as described in Navab et al.
[8]. The advantage of the system compared to traditional image guided surgery
solutions is that it is entirely integrated in the C-arm and does not require any
additional setup of hardware in prior to the intervention and no registration is
required during the intervention. Since the system extends a mobile C-arm, it is
furthermore possible to continue the surgery under standard fluoroscopic imag-
ing anytime without delay. The system shows a promising extension to reduce
the radiation exposure for the surgical team and patient.

3 Novel Method for Preclinical Comparison of Surgical

Procedures

The method for structured preclinical evaluation of newly designed and devel-
oped image guided surgery systems is composed of five consecutive steps:

1. Workflow analysis of the clinical procedure. Within the operat-
ing room, several surgeries of the target application are recorded. For workflow
analysis, already existing tools can be used (e.g. [9]).

2. Creation of a high level surgical model of the procedure. Recording
and analyzing several surgeries, an average surgery and a surgical model with
different hierarchical levels can be created. The system parameters in the top
level should be representative of any performed procedure independent from the
applied technology.

3. Creation of a simulated procedure and extraction of relevant
parameters. Based on the clinical procedure, a phantom and a simulated pro-
cedure are designed. The major criterion is that the simulated procedure can
be performed using any kind of image guided solution. The relevant parameters
to be assessed during the simulated procedure need to be identified. Examples
are the duration of each surgery phase, patterns in the workflow, accuracy and
invasiveness of the procedure.

4. Recording and analysis of the simulated procedures. The designed
assessment is performed on the phantom(s), comparing the current clinical pro-
cedure in the intervention room and the new system in the simulated setting.
Using the same workflow analysis tools as for the clinical recordings, the quality
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of the simulated procedure can be evaluated. This is done by comparing the
clinical cases with the simulated procedures, providing an initial feedback on
how close the simulation is to the real scenario.

5. Comparison of simulated procedures. The parameters and results of
the simulated procedure under different image guidance modalities can then be
compared directly. During the analysis, one has to consider the learning curve
using a new system which may introduce a bias steming from untrained surgeons.

Fig. 2. The CamC system (left) and foam-coated phantom spines (right) used during
the experiments.

4 Workflow Based Assessment of the CamC System

4.1 Workflow Analysis of the Clinical CT Fluoro Vertebroplasty
Procedure

The clinical procedure for vertebroplasty is generally based on fluoro CT guid-
ance (cf. figure 3). Within the CT intervention room of our medical partner
institution, seven vertebroplasty procedures were recorded, each using two video
cameras. One of the cameras was used to record the operation situs, the other
one was used to record the interventionally acquired image data (fluoro and spi-
ral CT). In our workflow analysis of seven vertebroplasty procedures performed
by two different experienced surgeons, we observed an average duration of 31:14
[min]. The recorded videos were analyzed, synchronized and labeled with activ-
ity tags at a resolution of 1 Hz using a workflow analysis tool.

These procedures were further analyzed to derive the measurement criteria
for a comparison of simulated vertebroplasty procedures using CT fluoro guided
and the CamC system, as well as for the design of a simulated procedure that
allows measuring the desired parameters. The major measurement criteria were
the time required to complete specific tasks, the applied radiation dose during
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Fig. 3. Real vertebroplasty procedure using fluoro CT guidance (left). A K-wire or
filling needle (middle) is positioned in the fluoro CT slice and controlled manually
during insertion. Once the K-wire or filling needle is positioned inside the vertebra, the
cement filling is performed using fluoro CT imaging (right).

specific phases of the surgery and the changes in the workflow and its complexity.
Based on the workflow analysis, a surgical model for the vertebroplasty procedure
was constructed. A high level description consists only of three phases (cf. figure
4). These phases and the fixed workflow events that indicate the phase borders
are defined such that they can be uniquely identified, independent of the applied
technology. These phases are:

1. System setup and target identification in the imaging data. This
includes the setup of the equipment, devices, the positioning of the patient on
the intervention table, and the localization of the identified vertebra within the
image data and the identification of an access path within the imaging data.
The skin incision indicates the end of this phase, independent from the imaging
modality used.

2. Tool placement. This phase includes the placement of the instrumen-
tation onto the inflicted vertebra and the process of inserting the instrument
through the pedicle into the central vertebra cavity. It ends after a confirma-
tion scan (e.g. spiral scan in CT) and as soon as mixing the cement compounds
begins.

3. Cement augmentation. This includes the filling of the cavity of the ver-
tebra with cement and frequent imaging updates, including a final confirmation
scan, to monitor cement spreading in the vertebra. The overall intervention ends
directly after the instrumentation is removed.

Several repetitive patterns could be observed in the recorded workflows. In
particular, at several steps of the surgery, such as the positioning of the patient
in phase 1 or the instrument insertion in phase 2, numerous fluoro scans have
to be performed for immediate intra-operative validation of patient, vertebra
and tool location. Such repeating patterns could be observed throughout all
recorded real vertebroplasty procedures within the CT intervention room. They
indicate potential optimization and improvements of the workflow through the
introduction of computer assisted navigated procedures.
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Fig. 4. Workflow analysis of vertebroplasty, consisting of a breakdown into 3 high-level
phases. Several repetitive patterns (i.e. workflow loops) indicate potential workflow
optimizations through computer-assisted navigation. The proposed system assessment
method suggests to include such workflow patterns into the design of an evaluation
procedure.

4.2 Design of a Simulated Surgical Procedure for Workflow Based
Assessment in Vertebroplasty

An experiment and a phantom were designed to analyze the duration, radiation
time and changes in the clinical workflow. We embedded five spine phantoms
(T10-T12 and L1-L5) within a foam cover (cf. figure 2). For these phantoms, we
simulated the complete process for vertebroplasty on the first lumbar vertebra
(L1) as target anatomy using the CamC system and the twelfth thoracic vertebra
(T12) target anatomy using fluoro CT navigated vertebroplasty. The anatomy
of the L1 in the phantoms is only slightly different compared to the anatomy of
T12, but is identical between all five phantoms. There was no variation in the
anatomy of the same vertebra, however they were slightly differently embedded
into the foam (orientation and location). Using the above defined transitions, we
were able to assess the parameters in all phases independently. The last phase of
cement augmentation was not representative during the experiments since it is
not possible to perform realistic simulation in vertebrae without clinical indica-
tions and without cavity for the filling. The cement filling is also not subject for
a navigated insertion, but controlled by real time imaging and image processing
methods.

4.3 Workflow Analysis of Simulated Vertebroplasty Procedure
using Fluoro CT and the CamC System

The simulated vertebroplasty procedure was performed five times for the fluoro
CT guided method in the CT scanner room and five times using the CamC
system (cf. figure 2). These procedures were recorded with cameras and ana-
lyzed to measure the above defined criteria. The overall duration, the individual
phase duration in seconds as well as the overall radiation counted as number
of scans were labelled from video. Finally, workflow patterns were derived and
interpreted.

The results are shown in tables 4.3 and 4.3. The overall duration was longer
using the CamC system. The average duration for the system setup and guided
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insertion was 10:37 [min] for the CamC compared to 4:11 [min] using the CT
fluoro procedure. This is mainly due to the non-routine usage of the newly de-
veloped system in contrast to frequent clinical usage of fluoro CT as well as
multiple orbital rotations of the C-arm during the instrument insertion phase
necessary for lateral X-ray images showing insertion depth. The radiation was
reduced using the CamC system compared to the fluoro CT guided procedure.
The exposure times of the C-arm are compared with the number of fluoro CT
and spiral CT scans. Within these preliminary experiments, it was hard to quan-
tify and compare the applied radiation dose between the CT scanner and the
C-arm system. Therefore, we will integrate an external dose estimation device
into the evaluation process for the upcoming cadaver experiments and clinical
trials. This should result in an objective measure showing a considerable reduc-
tion of the radiation. Without the spiral CT scan for initial placement, the fluoro
CT guided procedure would most probably have required a similar amount of
X-rays.

The accuracy of the placement was measured by an observer not involved in
the simulated surgeries and thus without a priori knowledge about the operative
technique, based on post-interventional CT scans. The clinical classification was
performed similar to the method of Arand et al. [10] for pedicle screw place-
ments. Group A is classified by central screw positions without any perforation
in any direction. Group B is classified by lateral, medial, caudal and cranial
perforation smaller than the depth of thread of the screw. In our case, for can-
ula insertion, we choose the perforation to be smaller than the needle thickness.
Group C originally classify the screws with a perforation larger than the depth
of thread of the screw. We used a perforation larger than the canula thickness
as measurement criteria for the group C classification. In two of the five exper-
iments using the CamC system, there was a medial perforation of the pedicle,
three pedicles were placed perfectly. The medial perforation was caused by an
undetected motion of the patient anatomy (phantom) that we could observe
in the videos using the workflow analysis tool. An online detection of markers
that are simultaneously visible in the video and the X-ray image was integrated
after these experiments to detect any misalignment or motion during the proce-
dure. Within the fluoro CT guided procedure, similar placement accuracy was
observed. The fourth experiment showed medial perforation of the pedicle and
in experiment five, the surgeon required a second attempt to place the needle
within an acceptable position.

Observing workflow patterns, the new CamC system showed similar patterns
as the simulated procedure with the fluoro CT technique. There was a similar
amount of repeating patterns within the system setup phase and the instrument
placement phase.

5 Discussion and Conclusion

We demonstrated a method for reference based assessment of a newly developed
image guided surgery system and the clinically applied state-of-the-art proce-
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#1 #2 #3 #4 #5 Mean

duration without filling 10:36 15:10 13:20 6:15 7:44 10:37

setup time 2:31 0.38 0:20 0:45 2:33 1:22

insertion time 8:05 14:32 13:00 5:30 5:11 9:15

filling time 4:24 5:00 3:40 3:00 7:02 4:37

no. X-rays during setup 42 6 1 11 13 14.6

no. X-rays during insertion 13 37 38 16 19 24.6

placement category A A A B B
Table 1. Vertebroplasty experiment using the CamC system on five foam embedded
spine phantoms (L1). Time in minutes:seconds, number of acquired X-ray images, and
placement category according to Arand et al. [10].

#1 #2 #3 #4 #5 Mean

duration without filling 3:30 5:25 4:45 3:05 4:09 4:10

setup time 0:54 1:00 0:30 0:35 0:30 0:41

insertion time 2:36 4:25 4:15 2:35 3:39 3:30

no. fluoro scans during setup 9 3 3 2 2 3.8

no. fluoro scans insertion 21 41 27 23 25 27.4

placement category A A A B A (2nd try)
Table 2. Vertebroplasty experiment using the fluoro CT based system on five foam
embedded spine phantoms (T12). Time in mm:ss, number of acquired X-ray images,
and placement category according to Arand et al. [10].

dure. We applied the proposed method in order to assess the CamC system
for vertebroplasty procedures. The simulated procedure is a first step towards
a reproducible reference-based assessment of the entire procedure. On the one
hand, the simulation allows a comparison of the overall surgical procedure, here
in terms of duration and applied radiation dose. On the other hand, it allows to
assess the phases of a surgery independently. Most preclinical evaluations only
consider the assessment of the navigated phase. This however can lead to a bi-
ased result, ignoring influences of the newly introduced system into other phases
of the surgery (e.g. initialization and system setup). The here proposed method
requires to assess the parameters independently from the used technology and
on all levels of and aspects of the surgical procedure, as proposed by [1]. It
should be mentioned that in this case, it was not entirely possible to compare
the applied radiation dose, since no independent device measuring the radiation
in the CT scanner and C-arm could be used yet. However, the simulation showed
the potential of the CamC system in the reduction of the radiation dose. It also
showed its current limitations resulting in an increased duration, mostly due to
the surgeon’s learning curve. Furthermore, the experiments show that there is
no major modification within the workflow and its repeating patterns. Future
work will focus on performing more objective and fairer simulations, by having a
radiation measurement device and surgeons pre-trained on the new system. The
presented method and experiments, however, provide an initial work towards
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a standardized and objective evaluation of procedures for new image guided
surgery solutions at a preclinical stage.
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partial financial support of the project.
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Abstract. This paper reports on the preparation, creation and first
applications of the Visible Korean Human Phantom - VKHP that pro-
vides a realistic environment for the development and evaluation of med-
ical augmented reality technology. We consider realistic development and
evaluation environments as an essential premise for the progressive in-
vestigation of high quality visualization and intra operative navigation
systems in medical AR. This helps us to avoid targeting wrong objectives
in an early stage, to detect real problems of the final user and environ-
ment and to determine the potentials of AR technology. The true-scale
VKHP was printed with the rapid prototyping technique ”laser sinter”
from the Visible Korean Human CT data set. This allows us to aug-
ment the VKHP with real medical imaging data such as MRI and CT.
Thanks to the VKHP, advanced AR visualization techniques have been
developed to augment real CT data on the phantom. In addition, we
used the phantom within the scope of a feasibility study investigating
the integration of an AR system into the operating room.

Key words: Medical Augmented Reality, Focus & Context AR Visual-
ization, Test Beds for Augmented Reality

1 Introduction

In this paper, we propose a new genre of phantoms. The Visible Korean Human
Phantom - VKHP provides a realistic environment to develop and evaluate future
visualization techniques and surgical navigation systems taking advantage of
augmented reality technology.

Beside the close collaboration among physicians, engineers and computer sci-
entists within an interdisciplinary lab space, which we call Real World Lab, to
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investigate the needs of the final user and the potentials of new technology, we
determined the importance of a realistic phantom for developing and evaluating
our approaches as an important factor for progressive research. Experimental
arrangements such as cadaver, animal or in-vivo studies to develop, showcase
and evaluate AR technology are expensive, difficult to be justified and hard to
obtain. Custom-made phantoms are often presented by the community to sim-
ulate a minor anatomic part or conditions. However, this can either produce
artificial problems that are not present on real conditions or important issues
are disguised. Both lead consequently to a non optimal system design and con-
figuration.

It is extremely difficult, maybe even impossible, to build a phantom that
corresponds to the physical properties of the human anatomy. Different compa-
nies like Gaumard, Laerdal or Meti offer manikins simulating different training
environments for teaching medical emergency teams and particular medical sit-
uations like birth simulation. However, there is no solution yet on the market
that provides a mannequin coming with real imaging data sets that is adapted
to the needs for AR applications.

Many applications follow the strategy of using CT or MRI imaging data
of unrealistic, custom-made phantoms to design a navigation or visualization
system. Quite often, the produced phantoms and corresponding imaging data
are capable of evaluating a certain task such as accuracy and time duration
of instrument guidance. However, such imaging data excludes information that
can be used in real conditions or includes information that misleads the user and
results into distorted results that can not be projected onto real medical cases.

For instance, Sauer et al. [14] use a cantaloupe and a box filled up with
mashed potatoes for the evaluation of AR guided needle biopsy. Birkfellner et al.
[4] present a phantom skull with jelly that ”was covered with polypropylene dust
in order to make the jelly opaque” to simulate navigated neurosurgery. Traub et
al. [16] built a wooden box for navigated surgical drilling that is equipped with
metal spots serving as target spots and filled up with silicone. Sielhorst et al. [15]
took a CT scan from a thorax phantom with nothing except a plastic spinal
column inside the body to evaluate the quality of depth perception of different
visualizations modes. We [1] built a phantom for pedicle screw implantation
in spine surgery consisting of replaceable vertebrae. The CT scan of vertebrae
surrounded by silicone and peas was then used for the evaluation of an AR
navigation system.

Cadaver and animal studies come close to the real conditions in the OR.
However, only few researchers having access to interdisciplinary facilities report
on such lab and evaluation environments [17, 6, 3]. For the major part of the
community, such experiments are not accessible at all. Only few groups report on
evaluations on real patients [10, 4, 7, 5]. Unfortunately, this most realistic test bed
for medical AR applications is far from being frequently accessible for continuous
development.

46 Christoph Bichlmeier et al



2 Method

A major research topic in medical augmented reality addresses the improvement
of visualizing medical imaging data superimposed on the patient. Naive super-
imposition of virtual anatomy on real objects such as the patient skin would
result in misleading depth perception since the visualized data then appears to
be outside rather than inside the body. We investigated a promising approach
to provide the user of a video-see through head mounted display (HMD) [3]
with an intuitive view through the transparent skin into the patient’s body. For
this reason the transparency of the skin region within the video images are ma-
nipulated due to geometric properties of the skin taken from the CT scan, the
observer’s position and view direction. They carried out a phantom, a cadaver
and an in-vivo study and presented the results at [3]. Regarding the expensive
preparation and execution of these studies shows that there is a major need for
new test bed solutions.

A new approach for real-time visualization [11] and new graphics hardware
allows us to augment a similar AR scene with direct volume rendering of CT
data. Regarding consecutive and progressive development and evaluation of this
high quality rendering approach, an earlier used thorax phantom [15, 3] can not
measure up to the potentials of new rendering features anymore. Cadaver as
well as volunteers can still serve for feasibility studies, however, both can not be
provided for a permanent testing environment.

2.1 Visible Korean Human Phantom

Beside the Visible Human Project (Caucasian) (VHP) and the Chinese Visible

Human (CVH) [18], the Visible Korean Human (VKH) [13] project provides
full body imaging data consisting of MRI, CT and a photographic data set.
We created a phantom from the CT data set of the VKH and prepared a set of
operation sites for frequent applications in trauma surgery such as hip, shoulder,
spine and neurosurgery. Such operation sites can be used for training surgeons
in standard procedures within an almost realistic setting and developing new
solutions for AR based image guided surgery in different surgical disciplines.

Five removable windows were fabricated into the phantom’s skin (see Fig.
1(a)). This includes a 30x10 cm approach at the back of the phantom for the
simulation of dorsal instrumented spine operations, for instance vertebroplasty,
kyphoplasty or pedicular screw implantation and fixation. In addition, windows
were integrated at the proximal shoulder and the proximal femur for internal
osteosyntheses procedures, for instance plate and screw fixation. At the right
clavicular region a 10x3 cm approach was built in to allow intramedullary clav-
icular fixation as well as intrathoracal drain application. Bearing in mind the
soft tissue preparation defect, all drill and fixation steps can be obtained and
guided by a navigation system.

The VKHP consists of the skin and bone structure from the CT scan, which
is suitable for providing a test bed for different procedures in navigated hip,
shoulder, spine and neurosurgery. First, CT data of the VKH was prepared using
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the software 3-Matic and Mimics of Materialise 1 to create surface models of the
anatomy to be printed in 3D. The required surface model format is STL 2 to
be applicable for rapid prototype 3D printers. The virtual phantom was divided
into components of maximum size of 700mm x 380mm x 590mm for the printing
machine. In general, there are machines on the market that provide bigger print
volumes. However, the components were prepared to be removed and plugged
together for being able to adjust the VKHP according to a particular application
and also for sharing parts of it among different lab spaces.

Our true-scale Visible Korean Human Phantom (VKHP) (see Fig. 1(b)) rang-
ing from the head to the hips was printed from the prepared STL data (see Fig.
1(a)) with additive rapid manufacturing technique, selective laser sintering, by
the company FIT 3. The VKHP has been printed in layers (150 µm steps). De-
pending on the quality of the STL surface data, a theoretic level of detail of
0.7mm can be achieved.

To enhance the realism of the skin, the phantom was coated with skin colored
powder, which also avoids non realistic specular highlights on the raw material.

(a) VKH data prepared in STL format. A set of windows
(green) to operation sites have been prepared.

(b) Visible Korean Human
Phantom

Fig. 1. The Visible Korean Human Phantom (VKHP) prepared with different oper-
ation sites for future experiments related to different procedures in navigated hip,
shoulder, spine and neurosurgery.

2.2 Registration

The used tracking system localizes objects like surgical instruments and the
patient equipped with a tracking target of passive infrared retro-reflective marker
sets [3]. For high quality registration of the virtual CT and MRI data with the
VKHP, we attached Beekly4 CT markers to the skin of the phantom. The CT
markers were coated with an infrared reflective foil in order to make them visible
for our infrared camera tracking system described in detail at [3]. Next, point

1 Materialise Group, Leuven, Belgium
2 Standard Triangulation Language
3 FIT Fruth Innovative Technologien GmbH, Parsberg, Germany
4 Beekly Inc.
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correspondences between the CT spots segmented from the CT data volume
and the same spots detected by the tracking cameras are determined in order to
compute a rigid registration transformation [3].

For practical reasons, we decided to divide the VKH data set into two sepa-
rate tracked anatomic regions, the thorax/hip region and the head region. This
allows us to reduce work space in our AR test bed and share the VKHP for
parallel work.

The original VKH data set was acquired without the mentioned CT spots
or comparable artificial landmarks that can be used for registration. For this
reason, we took a high resolution scan from the two separated anatomic regions
of the VKHP mentioned above. After the scan, we extracted the centroids of
the attached CT markers from the new data set fully automatically, based on
intensity thresholding and moments analysis. Finally, the original VKH CT data
and the new phantom CT data are registered by non-linear intensity based reg-
istration. Mutual information was selected as a similarity measure and a best
neighbor optimizer was used [8].

3 Results

Recent investigation in applying adaptive focus and context visualization for
Medical Augmented Reality have shown promising results [9, 12, 3]. We are work-
ing on an approach where the transparency of the skin region in the video image
is manipulated by geometric properties of the CT scan in the skin region, the
observer’s view direction and his/her point of view [3].

The VKHP has been successfully used for developing an improved and more
flexible approach [11] for in-situ visualization of the VKH CT data set. The re-
sulting AR scene corresponds to almost real conditions. Figure 2 shows focus &
context visualization of the bone structure in the head and the thorax region
on the VKHP. Within the long term project Augmented Reality Aided Verte-

Fig. 2. First results of a new direct volume rendering approach for AR focus & context
visualization augmenting CT data of the VKHP.

broplasty - ARAV [2], we use the VKHP for feasibility studies to integrate an
AR system based on the stereo video see-through HMD into the trauma room
of our clinical partner (see Fig. 3(a)). For the feasibility study (see Fig. 3(b)),
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we do not augment the original data set but the CT from a test run. In this
case we are interested more in planning the operating scheduling and equipment
positioning than in visualization issues. Due to the true scale VKHP we are able
to plan different camera setups, scan volumes and marker positioning with a
dimensionally realistic experimental setup.

(a) VKHP is positioned on the bedding of
the CT scanner.

(b) A trauma surgeon is observing the
augmented VKHP.

Fig. 3. The Visible Korean Human Phantom (VKHP) used for a feasibility study with
the Augmented Reality Aided Vertebroplasty - ARAV project.

4 Discussion

The interior of the VKHP is equipped with the bone structure printed from the
VKH CT data set. This allows for simulating different procedures related to
spine, hip and shoulder surgery. However, it does not provide a test bed for soft
tissue applications such as tumor resection in different organic regions. There
are rapid prototyping 3D printers on the market, which are capable of printing
all kinds of materials with varying physical properties. The VKH data includes
a set of segmented data volumes showing the main organs such as heart, colon,
lung and liver. For a second version of the VKHP, we plan to install different
soft tissue organs into the phantom that can also be removed when not needed
or replaced when being damaged due to experiments.

Feedback from physicians of different disciplines such as anatomy, anesthe-
sia and trauma surgery recommended using the AR system and the phantom
simulation scenarios to train medical students and professionals. Different issues
of teaching in anatomy courses can be addressed by the present AR system to
study anatomic structures, inter-organic functionality, surgical access routes to
operating sites and analysis of different imaging modalities.
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5 Conclusion

We presented a new type of phantom adapted to the needs of the development
and evaluation of visualization techniques and navigation systems in medical
augmented reality applications. The Visible Korean Human Phantom - VKHP
is printed from real CT data, which allows for accurate registration and realistic
visualization of real patients data. This concept helps us to avoid cadaver and
animals studies, which are expensive, often difficult to be justified and hard
to be accessed. The VKHP has been used for the development of an advanced
approach of direct volume rendering of CT data. In addition, we used the VKHP
for a feasibility study to investigate the integration of our AR system into the
trauma room. Following the statement of Park et al. [13] that ”the VKH has
exciting potential applications in the fields of virtual surgery, virtual endoscopy,
and virtual cardiopulmonary resuscitation”, we believe that the research progress
in Medical Augmented Reality can be strongly stimulated by using comparable
phantoms, since realism of the test and develop environments can be extremely
increased. In order to support this evolution, we would like to share upon request
the STL data, which is ready to be printed.
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Abstract. Various surgical robotics need augmented reality functions for the

extension of their abilities. To enhance the benefit of augmented reality for

robotic surgery, two research experiences are described. One is the loading of

the augmented reality function onto the laparoscopic surgical robot. The results

of the clinical case where the commercial surgical robot da Vinch loaded with

augmented reality are described. The other is the endoscopic robot system

which contained an augmented reality function. The results from an animal

experiment where an EMR procedure on a pig was performed using augmented

reality functions so that the location and direction of the robot’s tip, which is

free to move in the stomach, are detailed.

1 Introduction

1-1 Augmented reality for surgery works

There are two reasons why the amount of research on navigation surgery using

augmented reality technique and its clinical applications have recently increased. First

is that the capability of computers has increased to the extent that they can now

display accurate real-time 3D images of the internal parts of patients. In the past, only

the larger computers or computers that specialized in displaying images could

accomplish this task. But now, even the most standard type of lap-top computers can

show 3D images that hold information that will satisfy clinical needs. This has moved

navigation surgery closer to reality. Secondly, although we still need optical markers

or plural registration points, the technology for detecting the position of the target in

real-time has improved and the price of commercial equipment has become cheaper.

This has resulted in an increase in the number of people doing applied research on

navigation surgery[1-6].



1-2 Robot surgery needs augmented realty

The development and applications of surgical robots has increased rapidly in the last

10 years[7-10]. The structure of the surgical robot also shows variations depending on

the area of research. The surgical robot and augmented reality based on navigation

surgery are deeply related to each other. That is, in case of robot surgery, the surgeon

is always removed from the patient. For example in da Vinci, the most popular

surgical robot for clinical cases, the surgeon operates the robot system from a

surgeon’s console positioned near the patient on the operating table. Most of the

developed surgical robot systems have a similar structure where the surgeon has to

control the surgical robot through a man-machine interface and can not see the

operating field directly. Instead the vision is provided by a camera or some other

optical system located near the operating field. Generally, the surgeon has to operate

the surgical robot using this limited view compared with what is obtainable using the

naked eye. Unfortunately, the detailed condition of the operation field and also the

accurate direction of view are sometimes lost during this kind of operation. This

happens frequently when an endoscopic surgical robot is used as it can bend its head

to maneuver its robot arms and eyes (described in 2-2). That is, compared with other

types of surgery such as open surgery or ordinary laparoscopic surgery, the robotic

surgeon needs more information on the field of view. Safer and more rapid surgery

can be achieved if the robotic surgeon has an indication of the targeted area or vessels

near the operation field which were hidden from the real view. We describe the

application of augmented reality technique for the laparoscopic robot and for the

endoscopic robot, respectively, according to our research experience.

2 Method and results

2.1 Augmented reality for the laparoscopic robot (da Vinci)

This augmented reality system is a combination of a commercial laparoscopic robot

(da Vinci) and a developed augmented reality system (Figure 1). The da Vinci’s

surgeon’s console system has a stereo display and handles that manipulate the robot

arm on the patient side. The developed augmented reality system for this robot

consists of two devices. One is the optical location sensor (POLARIS, Northern

Digital, Inc.) that measures the location of the laparoscope. The other is a graphic

workstation (GWS, OCTANE MXE, Silicon Graphics Inc.) that captures the

laparoscopic image from the da Vinci system and superimposes 3D organ models to

that image. The superimposed image is outputted to the stereo viewer of the surgeon's

console as a stereo paired image in real time. The optical marker is attached away

from the laparoscope’s tip so as not to interfere with the laparoscope’s movement.

Using the data of the location sensor, the GWS transforms the coordinate system of

the 3D organ model to the surgical field coordinate system and renders the 3D organ

model image. Fig.2 shows the arrangement of these systems in the operating room.
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Fig. 1. System Configuration

Fig. 2. Arrangement of the system in the operating room

For this system, we established following facilities. First, a display of organ

models is updated in real-time following the movement of the laparoscope. Second,

the surgeon is able to change the rendering style of the organ models according to the

situation. Third, the system setup and calibration needs to be simple and quick to set

up. Because the laparoscope needs to be sterilized, the location sensor marker can not

be fixed to the laparoscope. Therefore, we attached the location sensor marker and

calibrated the system just before the operation.

In order to fuse the laparoscope image and 3D organ models, the laparoscope and

organ models coordinate system has to be transformed to a world coordinate system.

After the laparoscope optical parameters were measured and registered the same

locations on the organ model and the real organ, we calculated the transformation

matrix for fusing the images. For the registration process, we measured four locations

on the real organ by location sensor, and specified the same locations of the organ

model on the GWS screen. Using the data from these locations, the transformation

matrix was calculated.

After the registration, the 3D organ model image is superimposed onto the

laparoscope’s image. Figure 3 is the superimposed image of each (left and right) eye.

Those 3D images are prepared for the cholecystectomy. The top window is the left

eye's view and the bottom window is the right eye's view. Both are the view from

under the liver. The gallbladder, common bile duct and hepatic duct model is

3D location sensor

Surgeon’s console

Patient side cart

Optical marker
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displayed. These superimposed images are outputted to the da Vinci surgeon’s

console.

After verification of the developed system through plural steps of an animal

experiment, we examined the system during a cholecystectomy. Before this

examination, we reconstructed the patient’s organ models (liver, gallbladder, common

bile duct and hepatic duct) from a 3DCT dataset. After attaching a sterilized optical

marker to the laparoscope, we measured the laparoscope’s parameters and registered

the locations on the patient’s organ model and real organ.

For the surgeon’s usability, we used a foot switch to select whether to superimpose

the organ model in the laparoscope’s view or not. Also, the surgeon was able to

change the organ model’s transparency and color for distinguishing the organ model

from the laparoscope’s view.

Figure 4 shows a scene of the clinical experiment at a cholecystectomy. The

superimposed image is shown in Figure 5. The gallbladder, common bile duct and

hepatic duct model are superimposed onto the laparoscope’s surgical field image. The

frame rate at this experiment was 7-9 fps for each eye respectively. Figure 6a and 6b

show the surgeon's console displaying the superimposed image as a stereo paired

image.

 

Fig. 3. Result images showing 3D organ models superimposed to the laparoscopic image; a:

GWS display, top window: the left eye’s view, bottom window: the right eye’s view, b: a scene

of the right eye’s viewer of the surgeon’s console

 

Fig. 4. A scene showing registration during a cholecystectomy (left). Superimposed images

onto the GWS display (right). The patient’s organ models (gallbladder, common bile duct and

hepatic duct) are superimposed onto the surgical field image; top window: the left eye’s view,

bottom window: the right eye’s view
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Fig. 5. Superimposed image on the surgeon’s console. a: a scene of the stereo viewer from

surgeon’s console, b: a scene from the right eye’s viewer.

2-2 Augmented reality for an endoscopic robot

This system is composed of a developed endoscopic robot system and an augmented

reality system. Figure 6 shows the system outline. The endoscopic robot system has a

structure whose distal part of the elastic tube has endoscopic eyes and a pair of small

sized two robot arms on the both side of the eye. The distal part of each arm has

forceps shaped endo-effecter. A wire drive mechanism is applied to operate the robot

arms. The diameter of a robot arm is 3 mm and the maximum size of the distal part of

the robot is 21 mm so that it is able to reach the gastric tube via a esophagus. The

component power of three stainless wires enclosed inside a thin elastic tube controls

the endo-effecter. An endoscopist performs the operation of the endoscope shaped

body of the robot to move it into the gastric tube, and a surgeon beside the

endoscopist remotely controls both robot arms with the controller panel.

The augmented reality system consisted of two visual devices. One is a graphic

workstation (GWS: OCTANE MXE, Silicon Graphics Inc.) that has a digital video

processing board installed in it. The GWS captures the endoscopic video image and

superimposes a 3D organ model onto the captured video image. The surgeon is able to

watch the superimposed video on the endoscope’s monitor. One is the small magnetic

location sensor (mini BIRD, Ascension Technology Co.) that always measures the

location and the direction of the endoscopic robot’s tip. The sensor is fixed to the tip

of the robot (Figure 6). Using the updated positional data from the location sensor, the

GWS transforms the coordinate system of the 3D organ model to the surgical field

coordinate system and renders the 3D organ model onto the endoscopic captured

video image. The 3D organ models are previously reconstructed from the patient MRI

or CT dataset.
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Fig. 6. System outline (left). The appearance of the endoscopic robot when attached to a 3D

location sensor (right).

Fig. 7. A scene from an animal experiment (the left monitor displays a normal endoscope view,

the right monitor displays a superimposed endoscope view that has a navigation function)

 

Fig. 8. Measurement of the endoscope’s optical parameters (a: the reference board that is

captured by the GWS, b: the GWS display, the captured reference board image is processed on

the GWS)

Figure 7 shows a scene from the animal experiment (A pig, total weight was 30 kg)

for the verification of the developed system. First, we measured the endoscope’s

optical parameters using the reference board (Figure 8). The captured reference board

image was processed on the GWS, and the endoscope’s parameters were expressed

numerically. Second, we registered the coordinate system of the surgical field and the

3D organ model. The surgeon pointed at the real body surface locations using the
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location sensor marker and specified the same locations on the 3D model on the GWS

display. After registration, the surgeon inserted the endoscopic robot through the

mouth cavity via the esophagus into the stomach. The 3D organ model that

surrounded the stomach indicated the location and direction of the robot and was

superimposed onto the endoscopic image (Figure 9). In this subjective image, the

spine, ribs, liver and hepatic artery models were displayed. In this figure, the top left

small window also shows an objective location of the robot’s tip in the coordinate

system of the organ model. The viewpoint of this window could be set interactively.

The surgeon was able to change the transparency and the color of the organ models

and switch from superimposed video to non-superimposed video, depending on the

situation of the surgical field. The frame rate for this experiment was 12-14 fps. In

this verified experiment, EMR was performed using augmented reality technique. We

made an ablation of a targeted gastric (5 cm in diameter) without perforation and

severe bleeding. Wounds after the resection were closed using a clipping device,

which was directed by a combined effort from the right and left manipulators.

      

Right manipulator

of the endoscopic

robot

Fig. 9. A superimposed image on the GWS display. (Organ models (spine, ribs and hepatic

artery) are superimposed onto the endoscope’s image). Top left sub window shows the 3D

location of the endoscope’s tip in the coordinate system of the organ models.

3 Conclusions and Future

We described the process of the loading of the augmented reality functions for robotic

surgery. There are many advantages of the super imposed 3D image for future

developments of this kind of system. First, there is no need to display all the volume

data fully reconstructed from an acquired CT or MR scan for the rapid and easy

recognition of the operation conditions. If all of the volume data acquired from

measurements were overlaid at the time of the surgical operation, it would create a

confusing display for the surgeons. Instead, there needs to be effective logic available

so that excess data can be deleted effectively. There also needs to be an innovative

display method so that structures which the surgeon wants will be distinctive in the

operating field. In addition, there is a need to develop 3D positioning measurements

without using engineering markers that need to be sterilized every time. If we can

overcome these issues, we will be able to more easily capture the inner structure of

the organ as it changes during the operation. One of the most desired things in

augmented reality is the realization of technology which can update whole changes of

An arrow to show

the direction and

position of the tip

of endoscopic robot
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elastic organs made during the operation. However, it is very difficult to imagine that

this would be realized, even 10 years from now, unless there are significant advances

in biological imaging technology. It is unlikely that using the smallest dose CT or

highest speed MR scans will provide any advantages in this sense either. One major

advance would be technology that can monitor in 4D space a marker free operation

structure. If there are developments in this field accompanied with innovative changes

in display function and 3D positioning measurements, navigation surgery will become

more practical procedure and be closer to common clinical work.
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Abstract. Numerical simulations, such as blood flow or coil deploy-
ment in an intra-cranial aneurism, are very sensitive to the boundary
conditions given by the surface of the vessel walls. Despite the undis-
putable high quality of 3D vascular imaging modalities, artifacts and
noise still hamper the extraction of this surface with enough accuracy.
Previous studies took the a priori that a homogeneous object was con-
sidered to make the reconstruction from the Xray images more robust.
Here, an active surface approach is described, that does not depend on
any particular image similarity criterion and grounds on high speed com-
putation of the criterion derivatives. Mean square error and normalized
cross-correlation are used to successfully demonstrate our algorithm on
real images acquired on an anthropomorphic fantom. Preliminary results
of coil deployment simulation are also given.

1 Introduction

An intracranial aneurism is a localized blood-filled dilation of a blood vessel
that may occasionally rupture, causing hemorrhage, stroke or death. Medical
treatment consists in excluding the aneurism from blood circulation either by
surgical clipping or endovascular coil embolization. The latter, more recent, inter-
ventional technique is associated with an overall lower morbidity and mortality
than surgery (9.5% at one year, compared to 12.2%). Furthermore, the recov-
ery period following the intervention is short and very small aneurisms can be
treated (down to 2 mm in diameter). However, the technical challenges that coil
embolization faces remain important. It is believed that the still high recurrence
rate after treatment would be reduced if the coil dimensions (loop diameter and
length) were easier to choose, and coil placement and packing density could be
better planned to ensure no blood circulates in the aneurism poach at the end
of the treatment. This clearly emphasizes the need for simulation systems that
can be used for physician training as well as for pre-operative planning.

Numerical simulations, such as blood flow or coil deployment in an intracra-
nial aneurism, are very sensitive to the boundary conditions given by the surface
of the vessel walls. This surface should be smooth to ensure the microtools glide



in a realistic way within the vasculature, and it should be accurate for the sim-
ulation to be as exact as possible. Despite the undisputable high quality of 3D
vascular imaging modalities, artifacts and noise still hamper the extraction of
this surface: blood flow artifacts in magnetic resonance angiography (MRA),
tomographic artifacts in computed tomography angiography (CTA) and three-
dimensional rotational angiography (3DRA), patient motion induced artifacts
in all 3 modalities. Besides, digital subtracted angiography (DSA) remains the
modality of reference when a very high precision is required, but it is limited to
2D images.

The work described in this paper aims at refining the surface of the vascula-
ture extracted from any above 3D modality [1], so that this surface is accurate
and smooth enough for subsequent simulations. The proposed approach is based
on a deformable surface model whose internal force controls smoothness, and
which evolves as an active surface until its Xray projections fit the DSA im-
ages. A steady streamline of works can be tracked back to the 90’s [2] that
aimed at making the tomographic reconstruction process more robust to noise
and limited data by assuming that a finite set of homogeneous objects is to be
reconstructed. Such works followed two main branches. A rather recent branch
investigated the use of level-sets to model the object surface. However, this ap-
proach was only used for reconstructions from a dense number of views [3,4].
Most works model the object as a polyhedral surface, whose vertex positions
are estimated in a Bayesian framework [5,6,7,8]. Free-form deformations [6,7]
were also proposed to solve topological issues that could occur e.g. after colli-
sions. This classical framework relies on the Mean Square Error (MSE) criterion,
which is not always applicable in practice, since the raw density images are not
readily available. Furthermore, optimization requires many derivations of the X-
ray projection of the triangulated surface, which is time consuming. Both issues
prevented any of these previous studies [6,7,8] from demonstrating their work
on real images involving large surface models (thousands of voxels). Section 2
extends the classical framework to other iconic image similarity measures. Anal-
ysis of the X-ray projection then allows for insights to speed up the computation
of derivatives. Such improvements enable us to demonstrate the global method
onto real X-ray images, and give preliminary coil simulation results in section 3.

2 Method

2.1 Active surface model

The input of our refinement algorithm is a triangulated surface V of the vessels.
This surface may have several connected components, all closed and oriented.
Registered Xray images are assumed to be available, showing the object alone
on a uniform background. Section 3 will give details on how these conditions are
met in practice with vascular images.

The method we use originates in [9]. The mesh can be viewed as a dynamic
system of particles that undergoes external forces Fext and is constrained by
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internal forces Fint. The Newtonian law of motion is applied on each vertex vi:

mv̈i + γv̇i = Fint(vi) + Fext(vi) (1)

where m is the mass of the vertex and γ the damping (viscosity) factor. We used
a simpler version of Fint than [9], namely Fint(vi) = α(vi − v̄i), where v̄i is the
average of all neighbours of vi and α a weight. This force relates to a curvature
constraint.

We also set the common particle mass m to null. This has little impact on the
convergence of the dynamic system. Then equation 1 leads to a linear system:

(A + γI)V t+1 = Fext(V ) + γV t (2)

where A + γI is a sparse matrix which is iteratively inverted.
When image data are 3D, external forces are classically expressed as the 3D

gradient of the image, which comes from the derivative of an energy expressed as
the square gradient norm. Similarly, we consider an external energy term based
on an image similarity criterion C (to be minimized):

Fext(vi) = β
∑

D∈D

∂C(PD(V ), D)

∂vi

where D is the set of Xray images and PD(V ) is the Xray projection of the
surface under the same incidence as Xray image D, and β a weight. C is tradi-
tionnally the Mean Square Error (MSE) [7,6,8]: C =

∑

D ‖PD(V )−D‖2/Np (Np

is the number of pixels). We shall also consider in the following experiments the
Normalized Centered Cross-correlation (NCC):

C = 1 −
∑

D

E[P′
D(V )D′]/(σ(P′

D(V ))σ(D′))

with E the expectancy and, for a given image I, Ī its mean, I ′ = I − Ī, the
centered image and σ(I ′) its standard deviation.

2.2 Computation of the external force - Surface Xray projection

Computing the external force implies computing the derivatives of C with respect
to each vi. This computation is classically done numerically by using the central
difference approximation:

∂C(PD(V ), D)

∂vi,j

≈
C(PD(V + δi,j), D) − C(PD(V − δi,j), D)

2δ

where vi,j is the jth component (j ∈ [1, 3]) of vertex vi and V + δi,j (resp.
V − δi,j) is the surface V perturbed by adding (resp. subtracting) δ to vi,j .

This requires computing many Xray projections of the surface, which is time
consuming. Soussen [8] derived analytic expressions of the derivative of PD(V )
but only in the case of parallel projection. This result is not applicable to our
case, since DSA images are acquired under central projection geometry. Never-
theless, we demonstrate here how to speed up the Xray projection of a triangu-
lated surface and perform fast numerical computation of the external force.
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Xray projection of the surface The triangulated surface V is composed of a finite
set of connected components. Each component is closed and oriented. We further
assume in what follows that the surface is a topological open: a ray tangent to the
surface will be considered as passing outside the surface, so that a ray intersects
a triangle at 0 or 1 point.

For a given pixel (u, v), the ray from that pixel to the focal point OD intersects
the surface at an even number of points (Pk)k∈[0,2M−1] such that the ray enters
the surface at P2i and goes out of the surface at P2i+1. We say that P2i is an
entry point and P2i+1 is an exit point (see fig. 1, left). The Xray projection of

the surface is then given by: PD(V )(u, v) =
∑M−1

i=0 ‖P2i+1 − P2i‖ Since all the
intersection points are aligned with OD, this can be rewritten as:

PD(V )(u, v) =
2M−1
∑

k=0

σk‖Pk − OD‖

where σk = −1 if Pk is an entry point and σk = 1 if Pk is an exit point. Each
intersection point and thereby each triangle can thus be processed independently.
Furthermore, The σ coefficient will be the same for all points on a given triangle
t, depending only on the way t is seen from the focal point: Each triangle t
can therefore be qualified as either entry, exit or tangent triangle depending on
σ(t) = sign(nT

t (t̄−OD)), with nt the normal to t (exponent T is for transposition)
and t̄ its center of gravity. As a result, the Xray projection can be expressed as:

PD(V ) =
∑

t∈V

σ(t)P(t) (3)

Special cases A ray may occasionnally stab an edge or a vertex of a triangle. For
the edge case (fig. 1, middle), if both triangles sharing the edge are entry (resp.
exit) triangles, the intersecting point is an entry (resp. exit) point. Otherwise,
the ray is tangent (no intersection). For the vertex case (fig. 1, right), all triangles
sharing this vertex (so-called the vertex fan) are projected on the image plane.
Each triangle projects onto another triangle. The sum of the oriented angles at
the common summit in the projected fan is either 2π for an entry point, −2π
for an exit point or 0 in the tangent case.

Degenerate cases occur when one of the involved triangles is tangent to the
ray. The full triangle case is trivial since no intersection occur. The edge and
vertex cases are resolved using Simulation of Simplicity (SoS) [10]: one (edge
case) or two (vertex case) vertices of the tangent triangle are moved by −ǫnt

(with ǫ > 0). The status of the intersecting point can then be set and does not
depend on ǫ (the proof is too long to hold on this paper).

Computation of the external forces Computing the external forces implies up-
dating the Xray projection of the surface after a single vertex vi was moved by
δv. The motion only changes the vertex fan of vi. Following equation 3, this up-
date can be made by subtracting the projection of the vertex fan of vi, moving
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Fig. 1. Xray projection: (left) a ray intersects the surface at an even number of points:
each entry point corresponds to an exit point. (middle) An exit edge connects 2 exit
triangles; (right) entry vertex: the sum of the angles on the projected fan is 2π. (White
arrow: Xray direction, black arrows: outward face normals.)

vi and adding the projection of the new vertex fan:

PD(V ′) = PD(V ) −
∑

t∈Vi

σ(t)PD(t) +
∑

t′∈V′

i

σ(t′)PD(t′)

where Vi is the vertex fan of vi, V
′
i is the new vertex fan and V ′ the surface after

the vertex motion. This computation only involves a few triangles and concerns
a few pixels in the image. The update of the similarity criterion is therefore very
fast, leading to a fast computation of the central difference scheme.

3 Results

The whole algorithm was implemented in C++ based on the open source Gnu
Triangulated Surface library (GTS) (http://gts.sourceforge.net). For all
the experimentations, the following common configuration was chosen: the sur-
face was retriangulated each 10 iterations; for the numerical derivation δ = 2.
The only varying parameters were: number of iterations; internal coefficient α ;
external coefficient β; and viscosity parameter γ.

3.1 Synthetic ellipsoid with MSE

A first synthetic experiment was conducted, taking an ellipsoid with a much
larger main axis than the other two (equal) axes, so as to approach the shape
of a blood vessel. 3 Xray views were simulated: antero-posterior (AP), lateral
and top. The ellipsoid was slightly turned so that its main axis was not exactly
aligned with the lateral view direction. The process was initialized with a much
thinner ellipse. Indeed, active surfaces naturally tend to shrink. Looking for an
enlargement should show up the effects of the external force. 500 iterations were
made, with α = 1 γ = 10 and β = 100. The MSE similarity criterion was
chosen. Figure 2 shows some steps in the optimization: the convergence was fast
for the occluding vertices, as in classical computer vision cases, but the Xray
density information still acted, yet much more slowly, to make the other vertices
converge. The shortening of the ellipsoid is to be noted: this is due to much
higher internal forces at the extremities where the curvature is very strong.
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Fig. 2. Synthetic experiments: (left) Screen captures at iteration 0, 100 and 400. The
true shape is translucent. The shape first evolves to fit the occluding contours (ar-
rows on the middle image), and then slowly converges on parts where only density
information is available. (right) evolution of the distance to the true shape.

3.2 Anthropomorphic phantom

A second experiment was performed on real images of an anthropomorphic phan-
tom of the brain vasculature (Elastrat, Geneva: rigid phantom with 3 aneurisms).

Surface data A 3DRA was acquired on the phantom on an Innova 4100 angiog-
raphy machine (GE Healthcare: 5123 voxel data cube, 0.25 mm voxel size) and
the vessel isosurface was extracted using the marching cube from the GTS. In
the absence of a CAD model, this surface was considered as ground truth. The
initial surface was obtained by simulating MRA conditions: the 3DRA volume
was subsampled to a voxel size of 1 mm, using nearest neighbour interpolation,
and an isosurface extracted using marching cube (10210 vertices).

DSA images 4 DSA sequences were available for the phantom: one AP and one
lateral view, as well as two other “working” views, that the physician would
have used to treat the aneurism. The bolus density 3D map can be considered
constant in the vessels, if averaged over a sufficient time (e.g. arterial time). Due
to the linearity of the projection operator, this volume projection is the average
of the first DSA images in the sequence: the average over the first 10 images was
considered as Xray data. However, since equality cannot be assumed between
the real Xray data and the synthetic surface projection, NCC was considered in
this experiment. DSA images were registered with the 3DRA volume using [11].
Only crops of about 200 × 130 pixels around the aneurism were considered to
speed up the process. As a result, the optimization concerned 5900 vertices.

Experimentations The algorithm was run in two passes of 100 iterations each:
a first step with a very small internal force (α = 0.001, γ = 30, β = 60000) to
correct for the larger differences, but preserve the small vessels and a second step
to refine the surface and smooth it (α = 0.03, γ = 2, β = 10000). Figure 3 shows
the result of the reconstruction: the shape of the aneurism and the largest vessels
are well recovered and the surface is even smoother than in the ground truth
image. The small vessel surface is however more irregular. Indeed, the internal
force is much stronger on small vessels with highly curved cross-section and
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Fig. 3. Experiments on real data: (from left to right) lateral Xray DSA image; initial-
ization: notice the error at the top of the aneurism and vessel boundaries (arrows); final
surface: the aneurism surface and the large vessels were recovered, and the surface is
smoother than in the ground truth surface; ground truth surface: notice the size of the
small vessel before the aneurism is underestimated compared to the DSA image.

Fig. 4. Simulation of coil deployment: (left) actual coil position, as seen in DSA; (right)
simulation of the coil within the vessel surface given by our algorithm.

should be adapted to the local vessel size. 47 minutes were necessary for the 200
iterations. As a comparison, extrapolating Soussen’s results [8] to our experiment
would require 1470 minutes (350 seconds for 10 iterations, 210 vertices and 9
64 × 64 images, in parallel projection).

3.3 Simulation of coil deployment

A preliminary experiment to simulate a coil deployment was made using the sim-
ulation method presented in [12]. The vessel surface was segmented and refined
using our algorithm (see fig. 3). Figure 4 shows the actual coil seen in a DSA
image and compares it with the simulated coil within the vessels in a similar ori-
entation to demonstrate a very encouraging realism of the simulation (note that
some vessels shrunk because they were not visible in the cropped DSA images).

4 Discussion and future works

Despite tremendous improvements in 3D vascular medical imaging, discrepancies
still exist with DSA images that the interventional radiologist uses as feedback
to his/her surgical gesture. Such differences could be reduced by a binary object
reconstruction method such as [8], let apart 3 main issues that prevent such
methods from being applicable on real data: good initialization, since the prob-
lem is very ill-posed; appropriate image similary criterion, since the input images
are in general known up to a look-up transform; fast computation of the criterion
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derivatives, since many vertices are involved in real datasets and many iterations
are required.

The work described in this paper proposes to initialize the surface from a 3D
vascular imaging modality, extends previous reconstruction works to any image
similarity criterion, and describes how derivative computations can be sped up.
While previous works were only demonstrated on synthetic data, results are
here provided on real datasets of an anthropomorphic phantom. As future work,
parameter tuning is not a trivial task, that we expect will be better circumscribed
after a more extensive testing on actual patient data. Furthermore, Lachaud’s
work [9] will be integrated to enable topological changes on the surface, that
may be necessary to separate two very close vessels.

As an illustrative example application, preliminary, though very realistic,
simulation results are provided for the deployment of a coil within an intracra-
nial aneurism. Other applications can exploit our method, when the 3D vessel
needs to updated from a DSA sequence: estimation/correction of blood vessel
deformation when the micro-tools are inserted or due to the arterial pulsatility,
or blood flow reconstruction in 3D by a 3D bolus tracking approach.
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Abstract. We introduce visualization methods for augmented and virtual reality 

displays that guide minimally invasive tumor-targeting interventions, such as 

radio-frequency ablation (RFA). Our experimental RFA guidance system per-

forms virtual ablations that geometrically match the real ablations in statically 

registered phantoms. It provides a head-tracked stereoscopic display that shows 

a real-time, motion-tracked ultrasound scan, the avatar of a motion-tracked 

RFA probe, and a registered tumor, which is incrementally “carved” away with 

each successive ablation pass. An analog bar graph displays tentative ablation 

coverage fractions for tumor and healthy tissue in real time. We introduce our 

system, describe the visualization techniques, and present initial results.  

1   Introduction and Motivation 

Minimally invasive techniques are commonly used to treat a variety of cancerous le-

sions. The interventions include ablative methods such as cryo-ablation, microwave 

ablation, and radio-frequency ablation (RFA). These are characterized by the need to 

place percutaneously a needle-like instrument (“probe”) in a precise location within 

the tumor, usually guided by real-time 2D ultrasound imaging and/or pre-operative 

scans such as computer tomography (CT) or magnetic resonance imaging (MRI). 

Here we focus on hepatic tumor RFA [1], the driving application in our work.  

Ultrasound offers real-time visualization while advancing an RFA probe into the 

lesion, which may provide more flexibility than either CT or MRI in terms of ap-

proach angles. However, conventional 2D ultrasound presents only planar cross-

sections of the scanned tissue, while tumors are three-dimensional and can have com-

plex shapes. Thus, even for the most experienced physician, it can be difficult to posi-

tion the RFA probe optimally to maximize the tumor ablation while minimizing col-

lateral injury. When treating larger lesions, adjunctive techniques may be required for 

complete ablation of tumor cells. One strategy that is commonly employed is the use 

of multiple, overlapping (successive or simultaneous) ablations (“multi-burn”). 

Mathematical models have been developed to optimize this strategy [2] and illustrate 

its inherent difficulties. In addition, the ablation zone often is rendered obscure on the 
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ultrasound image due to the release of nitrogen gas [3]. We expect therefore that an 

operator who views real-time, intra-operative ultrasound data that is annotated with 

registered pre-operative data (showing a 3D reconstruction of the target lesion) will 

optimally position the RFA probe and will perform RFA more efficiently and accu-

rately than under conventional ultrasound guidance alone. Such a “contextually en-

hanced” 3D display can also show a dynamic, incrementally updated visualization of 

the tumor as it is being ablated.  

In this paper, we describe first steps towards creating such a visualization for an 

RFA guidance system, which is currently based on 2D ultrasound and pre-operative 

MRIs. Our techniques are suitable for display methods with enhanced depth percep-

tion, preferably using stereoscopy and head-motion parallax, such as augmented real-

ity (AR) see-through head-mounted displays (STHMDs), or head-tracked, “fish-tank” 

virtual reality (HTVR) systems [4]. After surveying relevant previous work, we give 

an overview of our guidance system and introduce the multi-burn visualizations. With 

the help of a newly developed, ablatable liver phantom, we demonstrate the visualiza-

tion’s potential for mirroring a real ablation procedure as it guides the physician 

through it. We conclude with suggestions for future investigations.  

2   Previous Work 

Medical instrument guidance is addressed by several commercial systems. These 

typically use optoelectronic or magnetic motion tracking for interventional tools. The 

tools’ poses or trajectories are displayed in real time and superimposed on pre-

operative scans, usually in 2D cross-sections. Manufacturers include BrainLab, Med-

tronic, Stryker, Veran Medical and Ultraguide (no longer operating). All commercial 

systems we know of use conventional 2D monitors as displays; some (BrainLab, 

Stryker) present perspective views of reconstructed patient data (3D scans) together 

with instrument pose. No commercial guidance systems we are aware of use stereo-

scopic and/or head-tracked displays, and we are also unaware of any commercial 

guidance systems that might be employing the type of visualization we propose here. 

On the other hand, surgery simulation systems [5] incorporate virtual cutting [6] 

visualizations that are analogous to the methods we present below—with the differ-

ence that they are used in simulation, not interventional guidance. In contrast to the 

above-mentioned commercial guidance systems, surgery simulators may use displays 

with stereoscopic imaging and head-motion parallax. The same applies to guidance 

system research prototypes, e.g., the STHMD-based systems developed by Nassir 

Navab’s team [7], as well as our own STHMD-based prototypes (referenced below). 

Other relevant work includes an experimental AR guidance system [8] that com-

bines real-time 2D ultrasound scans with segmented data from pre-operative CT scans 

(e.g., vessels). The developers report positive feedback from two experienced inter-

ventionists recruited to guide an RFA probe into a phantom using their system.  

At the University of North Carolina, a team led by Elizabeth Bullitt has developed 

a technology for registering 3D vessel trees from pre-op scans with intra-op an-

giograms. This technique is integrated into a real-time guidance system for transtho-

racic intrahepatic portosystemic shunt (TIPS) placement, a difficult endovascular in-
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tervention. The TIPS project developed a head-tracked stereoscopic visualization sys-

tem [9] that is similar to ours. 

3   Guidance System Overview 

We have been developing STHMD-based guidance systems aimed at minimally inva-

sive interventions [10][11][12][13]. For this work, we have preferred an HTVR-based 

platform for a number of application-dependent reasons; these are discussed in an ear-

lier paper [14], which also contains a brief description of our guidance system. We 

give a full overview here, with the understanding that our methods can also be applied 

to STHMDs (Fig. 1) or other AR devices, for example through-the-camera displays.  

 

   

(A) 

(B) 

Fig. 1. (A) Our early prototype AR guidance system for liver RFA with video see-through 

HMD and motion-tracked tools (ultrasound transducer, RFA probe). (B) View through HMD: 

The ultrasound scan is below the transducer, within a synthetic opening into the phantom.  

Our current HTVR-based prototype guidance system (Fig. 2A and 2B) targets liver 

RFA procedures. It integrates a 2D ultrasound scanner, a stereoscopic display (Planar 

StereoMirror™), an optoelectronic motion tracker (NDI Optotrak Certus) and a per-

sonal computer; it presents to the head-tracked physician (typically an interventional 

radiologist) a three-dimensionally merged, stereoscopic virtual environment (Fig. 2C) 

that represents an area within the patient. Within the display, the physician views a 

correctly scaled and dynamically updated ultrasound image that moves as if it were 

attached to the (schematically represented) handheld transducer; the physician also 

sees a dynamic representation (an avatar) of the RFA probe, which includes the (in 

reality invisible) part of the probe that is inside the patient. The estimated burn area of 

the RFA probe is shown as a wireframe surface (yellow sphere in Fig. 2C). We also 

calculate and display as a closed curve (not visible in these images) the burn area’s in-

tersection with the ultrasound slice. A set of 3D-guidance lines, visible at right in Fig. 

2C, continually informs the physician about the current spatial relationship between 

RFA probe and ultrasound slice. This “contextually enhanced” view of the interven-

tion scenario facilitates targeting using natural hand-eye coordination.  

In contrast to STHMDs, the HTVR display does not provide registration between 

the computer-enhanced environment and the patient; however, we operate it with 

“orientation alignment,” analogous to the “orbital mode” for HMDs [15], leaving only 
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a translational offset between 3D display contents and patient internals. An earlier 

publication [14] provides more detail and also describes other modalities we use to 

map user-induced instrument translation to the fixed 3D display. Our head tracking 

and eye calibration techniques for HTVR-type displays are described elsewhere [16].  

 

     
(A) (C) (B) 

Fig. 2. (A) Guidance system for liver tumor RFA, in use on a liver phantom. (B) Motion-

tracked ultrasound transducer and RFA probe. (C) The guidance system shows the pre-

segmented tumor (green) within the phantom, registered with the real-time ultrasound scan, as 

well as the RFA probe and its 3D burn area (yellow wireframe sphere) intersecting the tumor. 

The bar graph at lower left shows the ratio of tumor (green) vs. healthy tissue (yellow) within 

the 3D burn area corresponding to the current probe placement. 

4   Multi-burn Guidance Techniques 

Virtual Ablation. In an initial multi-burn experiment (Fig. 3A and 3B), we intro-

duced virtual ablation: by taking advantage of the known (tracked) position and ori-

entation of the RFA probe, the system can “carve” out in the 3D display the area ab-

lated from the target tumor, as the actual ablation takes place within the phantom. The 

virtual representation of the RFA probe within the 3D display thus acts as an “ice 

cream scoop,” successively removing tumor fragments as they are being ablated (Fig. 

3C)—provided the virtual ablation is initiated whenever a real ablation takes place, 

and provided that the exact shape of the RFA probe’s burn area is known. We expect 

this technique to become an indispensable “blind navigation” aid for successive over-

lapping burns, given that, as already mentioned, the real-time ultrasound scan shows 

ever more artifacts with each successive burn, and so its utility diminishes rapidly. In 

contrast, our method continually tracks the RFA probe and virtually removes ablated 

tumor material, providing a clear visualization of un-ablated tumor tissue that is to be 

targeted for further treatment. For example, in Fig. 3C, the spherical tumor was virtu-

ally ablated several times.  

The “carving” technique is currently implemented in MATLAB and uses volume 

transformation and subtraction calculations coupled with marching-cubes surface ex-

traction. Because of that, each virtual ablation takes several seconds to complete. By 

switching to volumetric hardware-assisted rendering, we could eliminate the need for 

surface extraction and take advantage of parallelism within graphics processor units 

(GPUs). This would accelerate the virtual ablation to near-real-time speeds, which at 

first seems unnecessary given that the physical ablation takes minutes to complete. 

However, consider the utility of seeing in real time the potential effect of an ablation 
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triggered at the current probe position in real time, while manually attempting to 

move the probe to the most suitable location for the next ablation pass. 

 

     

(A) (C) (B) 

Fig. 3. (A) Simple phantom for initial multi-burn guidance experimentation consists of a Play-

doh sphere affixed to the bottom of a water bath. (B) Using the multi-burn visualization tech-

nique in the guidance system. (C) Guidance system display during virtual ablation of the tumor 

with successive burns; after each burn, the ablated tumor area is “carved” away, showing only 

the remnant tumor. 

Ablation Fractions Graph. The second enhancement is an analog bar graph dis-

play (lower left in Fig. 2C) that shows—in real time—the fractions of tumor (green) 

and of healthy tissue (yellow) that would be ablated if ablation were triggered at the 

current probe position. (“Fraction” implies a number derived from a scalar voxel 

count.) The additional calculations for this display component are easily supported by 

the data processing required for the carving visualization. The simple, but highly in-

formative display should provide additional help for ablating as much tumor as possi-

ble, and as much surrounding healthy tissue as necessary for low recurrence probabil-

ity. It is useful even for single-burn procedures, where it can confirm that the entire 

tumor is contained within the tentative ablation zone.  

5   Matching Real and Virtual Ablation 

In order to evaluate the new technique, we constructed a phantom containing ablat-

able tumor and background materials (Fig. 4A and 4B), based on acrylamide-albumin 

chemistry [17][18]. The phantom images realistically under ultrasound as well as MR, 

and allows segmentation of four tissue types: ablated and un-ablated tumor, as well as 

ablated and un-ablated background (Fig. 4C). This characteristic should enable sys-

tematic measurements of the performance of guidance systems such as ours. As Fig. 

4A shows, we mounted water-filled tubes on the phantom to aid with (static) registra-

tion.  

Using ITK-SNAP software, we segmented from the phantom’s pre-RFA MRI the 

tumor (green in Fig. 4B) and the two water-filled tubes (blue in Fig. 4B). Before abla-

tion, we calibrated the physical tubes with the Certus’ measurement pointer. We ob-

tained static registration between the phantom’s pre-operative tumor surface and the 

real-time, motion-tracked intra-operative 2D ultrasound scans (Fig. 5A) by transform-

ing the MR data such that the MR-segmented tubes coincide with the physical tubes. 
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(C) 

(B) (A) 

Fig. 4. (A) Liver phantom for multi-burn experimentation, equipped with (white) water-filled 

tubes designed to register the pre-segmented tumor—see pre-RFA MR data in (B), with tubes 

shown in blue—with the physical phantom (A). The post-RFA MR section (C) shows the elon-

gated tumor (green arrow) and the intersecting burn area (yellow arrow, cf. Fig. 5B and 5C). 

Using the guidance system as described above, we placed the RFA probe with the 

goal of ablating a fragment of the tumor within the phantom (Fig. 2C). Virtual abla-

tion was triggered as the RFA probe was energized. The remnant tumor calculated by 

virtual ablation is shown in Fig. 5B. After ablation, we re-imaged the phantom and 

segmented the phantom’s remnant tumor from the post-MRI data (Fig. 4C). The result 

of the segmentation (Fig. 5C) closely resembles the virtual ablation. The remnant vir-

tual and segmented tumors (Figs. 5B and 5C) are similar in shape, and both the virtual 

and MR-segmented ablation volumes contain approximately 15 cm3 (slightly less than 

a cubic inch). This represents an initial confirmation that our method can be applied to 

multi-burn guidance, since we can expect that with accurate tracking and registration, 

as well as with exact calibration of the RFA probe’s burn area, the virtual and real ab-

lations will not “drift” too far apart after multiple successive burns. 

 

     
(A) (B) (C) 

Fig. 5. (A) Accurate registration between pre-segmented tumor (green wireframe) and real-time 

ultrasound scan. The partially ablated tumor calculated by the guidance system (B)  

approximately matches the remnant tumor (C) segmented from the post-ablation MRI. 

6   Conclusions and Future Work 

We have demonstrated intuitive visualization methods suitable for guidance of multi-

burn ablation procedures. As a result of accurate instrument tracking, and by using a 

realistically imaging, registered phantom, we can perform virtual ablations “in sync” 
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with real ones, as compactly demonstrated by the companion images in Fig. 5B and 

5C. The new visualization techniques (three-dimensional virtual ablation and dynamic 

ablation fractions graph) were integrated into an experimental liver RFA guidance 

system that uses a head-tracked fish tank VR stereoscopic display; they are equally 

suitable for AR systems employing see-through HMDs, as well as for other 3D dis-

play modalities. Furthermore, they can easily be adapted for simultaneous ablations 

(which use multiple RFA probes energized at the same time), where they can guide 

pre-RFA probe placement such that the multiple, overlapping burn areas encompass 

all tumor tissue.  

We can currently use these methods only on motionless, rigidly registered phan-

toms. To maintain registration with a moving, breathing patient, our rigid, static pre-

operative registration is insufficient. Other researchers have used methods such as 

skin-mounted fiducials [19] to track patient motion. But for highest possible accuracy, 

one has to “attach” the pre-operative data to the tumor tissue itself, or rather, given 

that real-time ultrasonic imaging in the ablation area degrades after the first ablation, 

to the tumor’s immediate neighborhood. Real-time 3D ultrasound echography (or “4D 

ultrasound” by its commercial name) can image the entire surroundings of a tumor 

and is therefore more suitable for dynamic intra-op/pre-op registration than its “am-

biguously two-dimensional” counterpart. We are considering techniques such as ves-

sel-based feature-to-image registration [20], which can match pre-operative MR im-

agery to intra-operative 3D ultrasound. This method can be extended to non-rigid 

deformations and has the potential of eventually operating in real time (in a GPU-

based implementation), as an integral component of a future guidance system. We ex-

pect that as tracking, miniature-display and -camera technologies advance, such sys-

tems will ultimately be based on see-through head-mounted displays.  
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Abstract. This paper describes a general-purpose system for computing regis-

tered stereoscopic video overlays of pre-operative imagery during minimally in-

vasive surgery. There are three key elements to our approach. The first element is

a real-time computer vision system that operates on stereoscopic video acquired

during minimally invasive surgery to extract geometric information. We present

two variations on this system: a dense stereo algorithm and a sparse point-based

method. The second element is an efficient deformable surface-to-surface ICP

registration. The final element is a novel display system that has been customized

to operate well with stereo vision. By combining these elements, we show that

we are able to perform video to volume registration and display in real time. This

in turn facilitates rendering of annotations and visualization of sub-surface infor-

mation on structures within the surgical field. Experimental results are shown on

video sequences recorded during animal and human surgeries.

1 Introduction

Minimally invasive surgery (MIS) is a technique whereby instruments are inserted into

the body via small incisions (or in some cases natural orifices), and surgery is carried

out under video guidance. While advantageous to the patient, MIS presents numerous

challenges for the surgeon due to the restricted field of view presented by the endo-

scope, the tool motion constraints imposed by the insertion point, and the loss of haptic

feedback.

One means of overcoming some of these limitations is to present the surgeon with

addition visual information. This paper describes a system that provides the surgeon

with a three-dimensional information overlay registered to pre-operative or intra-operative

volumetric data. The novelty of the system lies in its use of real-time stereo video data,

online deformable registration, and rendering without recourse to an external tracking

system. We have implemented a version of the system for augmenting the surgical view

during laparoscopic kidney procedures.

Previous work on image overlay using stereo has largely focused on rigid structures

and non-real-time visualization. In particular, [1] presents a system that makes use of

stereo vision to perform image overlay of MRI images of the head. More recently, [2]

briefly describes an attempt to use stereo area-matching on da Vinci images, but they

largely conclude that area-matching does not work well on these images. Kanbara et al.



[3] demonstrated a video overlay using traditional image navigation techniques (which

rely on an external tracking system) and rigid anatomy. Stoyanov et al. [4] described a

traditional single-frame region matching stereo system and validated it against CT, and

in [5] a real-time motion estimation system for discrete points was presented.

2 Methods

Briefly, our implemented system provides three general functions: 1) extraction of 3D

information from stereo video data; 2) registration of video data to preoperative im-

ages; and 3) rendering and information display. We have implemented two methods

for computing depth information and performing registration: a dense stereo matching

algorithm, and a local point-based tracking algorithm. In all that follows, we assume

that the endoscope has been calibrated to determine the corresponding 2D projection

parameters [6].

2.1 Video to CT Registration

Fig. 1. Upper left: Standard image from

stereo literature [7]; Upper right: Dispar-

ity map from upper left image (DP stereo,

with sub-pixel disparity estimation and

left-right check); Lower left: Image of a

kidney surface; Lower right: Depth map of

kidney image (DP stereo).

Extracting Surfaces From Stereo Most

real-time stereo algorithms make use of

area-matching techniques [8]. However,

given the challenges of endoscopic video

imagery, these techniques are often in-

effective due to image noise, specular

highlights and lack of texture. In recent

years, global optimization methods have

been developed to improve the accuracy

of stereo. Original work focused on scan-

line dynamic programming [9]; hierar-

chical methods [10], multiple smoothness

constraints [11], and graph cuts [12]. Our

approach was to develop a highly opti-

mized dynamic programming stereo algo-

rithm which provides a desirable tradeoff

between reliability and speed.

In the following discussion, we as-

sume fully rectified color stereo images

L(u,v) (the left image) and R(u,v) (the

right image). In the top-left cornered im-

age coordinate systems, for any pixel lo-

cation (u,v) in the left camera, we de-

fine the disparity value for a correspond-

ing point (u,v′) in the right image as

D(u,v) = v− v′. Given a known camera calibration, it is well known how to convert

a dense disparity representation into a set of 3D points [8].

Our dynamic programming stereo algorithm optimizes the following objective func-

tion:

Ctr(u,v,d,d′) =
1

2

(

C(u−1,v,d′)+C(u,v−1,d′)
)

+ r(d,d′)+ e(u,v,d) (1)
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where d and d′ are disparity values of the current pixel and the upper left neighbor, r

is the cost of change in disparity between neighbors, e is an image match cost of two

color pixels, and C is the cost of disparities which is initialized to 0 outside the image

boundaries. The image matching function is the sum of absolute differences (SAD) of

a pair of color pixels. Although the absolute difference between the two pixels proved

to be adequate for most cases we observed that in certain challenging lighting condi-

tions integrating the difference over a small region of pixels may improve matching

performance. We impose a cost limit of 25 gray values which has been experimentally

proven to improve matching performance [7]. The smoothness term is a linear function

of the disparity values. We note that (1) is an approximation in the following sense. At a

given location (u,v), it is possible that the left and upper neighbors could have differing

disparities. Thus, in principle the regularization function should include separate terms

for both neighbors, and the minimization in (1) should operate on two independent dis-

parity values. However, this leads to a quadratic (in disparity) complexity. In practice,

the depth resolution of stereo is far less than the lateral (pixel) resolution. As a result,

in most cases there are large patches of consistent disparity. Thus, the approximation of

constant local disparity is quite good, and is well worth the computational savings.

Once (1) is computed for the entire image, the disparity map satisfying both the

horizontal and vertical smoothness criteria can be read out recursively from the memo-

ization buffer M as

D(umax,vmax) = min
d

M(u,v,d)

D(u,v) =
1

2

[

M
(

u+1,v,D(u+1,v)
)

+M
(

u,v+1,D(u,v+1)
)

] (2)

In order to improve performance, we make two additional modifications. First, we

choose a reduced scale (typically a factor of two to four) to perform computations. Each

factor of two reduction improves performance by a factor of eight. Second, rather than

searching over the complete disparity range Ds in every image, we only search over a

small bracket of disparities about the previous stereo pair in the image sequence. With

camera motion there are areas of the image (primarily at discontinuities) that occasion-

ally violate this assumption of small change. In practice these areas converge to the

correct answer within a small number of frames. As an optional feature, the algorithm

is capable of computing sub-pixel disparity estimates by fitting a parabola on the costs

associated to the neighbors of the winning discrete disparity. The location of the apex

of resulting parabola determines the estimate of the sub-pixel disparity value.

To reduce the effects of illumination, the video data was preprocessed by first glob-

ally adjusting the brightness and color values of the left video channel to the values

measured on the right channel, and then applying a a Laplacian high-boost filter in

advance to increase the fine detail contrast.

Dense Registration Methods Given a 3D point cloud from stereo, a CT surface seg-

mentation, and a good starting point (typically available based on prior knowledge of

the procedure), our first goal is to compute a rigid registration (Rt ,Tt) of images taken

at time t to a and preoperative surface given a previous estimate (Rt−1,Tt−1).
For this purpose, we use a modified version of the classical ICP algorithm [13]

applied to the depth map computed from the stereo endoscopic video stream as one
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point cloud (Pstereo) and the 3D model of the anatomy placed in the FOV as the other

point cloud (Pmodel). While Pstereo is a surface mesh that contains only the visible 3D

details of the anatomy, Pmodel contains all the visible and occluded anatomical details.

We assume that Pstereo is a small subset of the surface points of Pmodel , thus before

finding the point correspondence the algorithm renders the z-buffer of the pre-operative

model Pmodel using Rt−1,Tt−1 and extracts those points that are visible by the virtual

camera (Pmodelsur f ace). The resulting Pmodelsur f ace point cloud is a surface mesh simi-

lar to Pstereo, thus finding the point correspondence with Pstereo is now possible. The

implemented method for finding the point matches is accelerated by using a k−d tree

[14]. For finding the rigid transformation we used the closed-form solution technique

employing SVD [15].

After finding the estimated rigid transformation using ICP, a deformable surface reg-

istration is computed. For these purposes, a set of points are defined below the surface in

the CT volume, and a spring-mass system is defined as reported in [16]. For efficiency,

the current implementation computes just the forces between the reconstructed surface

and the CT surface. Given the point correspondence computed by the rigid transforma-

tion, we can easily compute the strain (F(v)) between the corresponding surface points

as

F(v) = γ(Pstereo(CP(v))−Pmodelsur f ace(v)) (3)

where the parameter γ ∈ [0,1] determines the strength of deformation. In our results we

used γ = 1/3.

In an ideal case, the strain vectors could be applied to deform the model directly.

However ICP is a rigid registration algorithm thus the point correspondence between the

model and the deformed surface will always be somewhat incorrect. In order to over-

come this difficulty the algorithm filters the strain field (Ff ilt ) before applying deforma-

tion. The filtering is done with a Gaussian kernel on the neighboring strain vectors. The

neighborhood is defined in 2D on the visible surface mesh of the model. Finally the

force field is applied on the model surface to yield the deformed surface (Pde f sur f ace):

Pde f sur f ace(v, t) = (1−λ )(Pmodelsur f ace(v)+Ff ilt(v))+λPde f sur f ace(v, t −1) (4)

where λ ∈ [0,1] allows adjusting the temporal consistency of deformation.

Sparse Registration Methods There are many cases where surface geometry alone

is inadequate for a unique, stable registration. For such cases, we have also included a

stronger point-based registration method. To use this method, we first assume that the

model has been brought into registration with the video, either using a dense registration

or by other manual means. Once a registration is known, a set of image feature locations,

p1, p2, . . . pn in one image are chosen. A disparity map is calculated as described above.

With this, the corresponding points in the second image are known, and the 3D locations

of those points in CT coordinates are given by the registration. Thus, a direct 3D to 3D

point registration can be performed using [15]. To maintain the registration, a simple

brute-force template tracking algorithm has been implemented to recompute the feature

points in each image. In every frame of the video, the new feature locations are used to

recompute the reconstructed 3D points, and the model is re-registered.
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2.2 Rendering and Display

One of the major challenges is to perform the video processing, registration, and stereo-

scopic rendering of the 3D overlay in real time. In order to eliminate the redundan-

cies in the displaying and registration pipelines, a special-purpose 3D rendering engine

has been developed. The current system does not use any graphics hardware acceler-

ation for 3D rendering in order to make shared memory buffers easily accessible by

the registration algorithm. This rendering engine incorporates all of the functionality of

a typical graphics pipeline, including a a full geometrical transformation engine with

Z-buffering, several lighting models, and various forms of transparent display. The

graphics pipeline supports fast stereo rendering with no redundancy in the lighting and

transformation phases, and shared texture and model memories. By sharing the same

memory layout for representing the 3D geometry and having direct access to the in-

termediate processing steps, we can easily extract the list of visible triangles and the

Z-buffer from the 3D rendering pipeline and reuse them during the dense 3D to 3D

registration. The gains in memory efficiency and computational complexity are signifi-

cant. The final system can render 5 million stereo triangles per second with Texture +

Lighting + Transparency on a Dual Pentium 4 3.2 GHz.

During development, we asked the help of a Urologic surgeon to design the vi-

sual appearance of the 3D models so that they are visible but not obtrusive. Moreover

the surgeon helped us to build other 3D models that provide additional intra-operative

visual guidance for dissecting the tumor. In particular, we also display the kidney col-

lecting system to help the surgeon understand the underlying anatomy relative to the

video view. Figure 4 shows the the final display used for partial nephrectomy.

3 Results

Fig. 2. Left: input image for stereo. Right:

3D mesh rendered with depth shading.

Here, we present details of the per-

formance of the previously described

stereo and registration methods. We

have also included supplementary ma-

terial demonstrating the system operat-

ing on representative video sequences.

In terms of performance, the speed of

the stereo and display engines is more

than adequate for the models used in our

experiments. In the case of the former,

we can compute dense stereo to 1/4 pixel resolution on 240x320 images (one half VGA

resolution) at over 10 frames/second. With respect to the latter, we typically have no

more than 30,000 triangles on our 3D scenes which can be rendered in stereo by the

engine over 100 frames per second. Both of these operate in parallel on separate CPU

cores. Feature tracking is about as fast as dense stereo (10 frames/second) because large

template size is required for the high accuracy feature tracking on endoscopic video

data. All performance numbers include the required pre-processing computations.

3.1 Stereo and Registration on In-Vivo Data Animal Data
Dynamic Programming Stereo The dynamic programming method demonstrates very

stable 3D reconstruction on an intra-operative sequence (Figure 2, left). The high depth
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resolution and the fine details demonstrate that the algorithm had no difficulties dealing

with the discontinuities of the anatomical surface (Figure 2 right). The only cases where

significant discontinuities may occur are the areas of the surgical tools in the field of

view.

Fig. 3. Top row, rigid registration of the anatomical

surface model. Bottom row, deformable registration

of the anatomical surface model. On the left, the de-

formed wire-frame model and on the right, the de-

formed surface model rendered with depth shading.

Registration Results Since we

did not have pre-operative

3D model of the anatomy

corresponding to this surgery

recording, we selected a video

frame where the anatomy was

not covered by any surgical

tools and created a 3D surface

model from the reconstructed

surface mesh. We then used

this model for rigid and de-

formable registration. As ex-

pected, the rigid registration

gave perfect match for the

video frame from which the

model was created. For the rest

of the video, frames the rigid

registration provided a good

approximation of the motion of

the corresponding anatomical

feature. ICP was configured to

stop at 2 mm accuracy and pro-

cess no more than 5 iterations.

Enabling deformable registration improved the surface matching significantly. The de-

formed surface behaves like a latex surface: stretching, shrinking and sticking to the

reconstructed surface (see Figure 3). For rigid registration the average error measured

by ICP was below 2 mm per vertex in the video segment where the surgical tool was

out of the work area (successful registration in 1 iteration). The deformable registra-

tion reduced the average registration error below 0.5 mm for most of the same video

segment.

Evaluation on In-Vivo Patient Data We have applied our methods to two different

interventions. Both were post-process after the surgery itself. In the first case, video

data was recorded during a laparoscopic partial nephrectomy carried out using a surgical

grade stereoscopic endoscope (Scholly America, West Boylston, MA). A segment of the

video was chosen where the kidney surface had been exposed prior to surgical excision

of the tumor. The corresponding CT image for this patient was segmented manually by

a surgeon producing 3D models for the kidney surface, the tumor, and the collecting

system in VTK file format.

Figure 4 shows the final display used for partial nephrectomy. The ring model that

represents the cutting margins on the kidney surface around the tumor as well as the

colors and the transparency levels were verified by the surgeon who performed the
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Fig. 4. Laparoscopic partial nephrectomy of a tumor (sequence 1, left to right): segmented CT

model; source image (left channel); after manual registration and feature point selection; auto-

matic registration and augmented reality overlay of the safety margin of dissection (red ring).

Fig. 5. Laparoscopic partial nephrectomy of a tumor (Sequence 2): automatic registration with

augmented reality overlay of the safety margin of dissection (frames 154, 252, and 430).

Fig. 6. Robot-assisted laparoscopic partial nephrectomy of large lower pole kidney stones (from

left to right): segmented CT model; after manual registration and feature point selection; auto-

matic registration on (frame 109); automatic registration on (frame 407).

surgery. We experimented with automated full-surface registration and manual regis-

tration followed by feature point selection and tracking. Due to the limited amount of

kidney surface appearing in the video, we found that manual registration followed by

“pinning” with surface feature points had superior stability as well as providing better

overall performance. Figure 5 show several examples from a second sequence taken

from the same case.

Our second clinical case was the surgical removal of a large kidney stone. The

data was again recorded with a surgical grade stereoscopic endoscope, this time in the

context of a robotic surgery carried out with the da Vinci system (Intuitive Surgical,

Sunnyvale, CA). In this case, we processed approximately 1 minute of video. The CT

segmentation employed did not contain the collecting system, but did contain both the

stone and the kidney surface. This segmentation was also performed manually. Figure 6

shows the resulting display at three points through the video (at the video frame which

provided the baseline for manual registration, and two other video frames). The asso-

ciated material for this paper contains the entire video sequence. As before, we tested

both the pure surface-based registration and the registration using feature points, and

found the latter to be much more stable.
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4 Conclusion

We have presented a system for performing real-time deformable registration and dis-

play on solid organ surfaces observed with a stereo video endoscope. The system pro-

duces good results even under the challenging conditions found in intra-operative video.

We have presented results of the stereo processing and registration system on real video

data, and we have evaluated the displays on two human cases.

Although a promising start, it is clear that there are several immediate avenues for

further improvement of the system. First, we intend to combine the surface and local

feature tracking registration, and to automate the selection of points for the latter. Sec-

ond, we are working to parallelize the algorithm to improve the speed of both stereo

processing and registration. Finally, we are planning to perform a formal system vali-

dation in an animal model within the next few months.
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Abstract. In order to gain maximal insight in the vascular morphology
during minimal invasive treatment of vascular pathologies, high resolu-
tion 3D Rotational Angiography (3DRA) data is acquired and visual-
ized peri-operatively. The 3D data provides good understanding of the
vasculature, however in case of complex structures (e.g . liver and neuro-
vasculature, and arteriovenous malformations) there is a distinct added
value in showing a stereoscopic visualization to the clinician. In order
to provide such a stereoscopic image, a 42” autosterescopic nine-view
lenticular screen was mounted in the Operating Room (OR). To opti-
mally assist the intervention, the stereoscopic visualization of the vascu-
lature can be presented from the same viewing incidence as the real-time
X-ray image, which is used to guide the intra-vascular devices, such as
catheters and stents. The GPU-based implementation offers interactive
manipulation throughout.

1 Introduction

Autostereoscopic displays allow a stereoscopic view of a 3D scene, without the
use of any external aid, such as goggles. The additional depth impression that a
stereoscopic image offers, allows a natural interpretation of 3D data. Principally
there are two methods for conveying a stereoscopic image: time multiplexing
and spatial multiplexing of two or more views. Though two views are enough to
create the impression of depth (after all, we have only two eyes), offering more
views has the advantage that the viewer is not restricted to a fixed sweet spot,
since there is a range of positions where the viewer will be presented with a
stereoscopic visualization. As a consequence, multiple viewers can look at the
same stereoscopic screen, without wearing goggles. Furthermore it is possible to
‘look around’ an object, when moving within the stereoscopic range, which aids
the depth perception. The multi-view lenticular display uses a sheet of lenses
to spatially multiplex the views [1], and typically offers four to fifteen spatially
sequential images.

The Graphics Processing Unit (GPU) is a powerful parallel processor on to-
day’s off-the-shelf graphics cards. It is especially capable in performing Single
Instruction Multiple Data (SIMD) operations on large amounts of data. In this



article a method for rendering a 3D scene for display on lenticular screens is
described, benefitting from the vast processing power of modern graphics hard-
ware. The presented approach allows dynamical adjustment of the resolution of
the rendered images, in order to guarantee a minimal frame rate. In this way
interactive frame rates can be reached, enabling to fully profit from lenticular
displays in a clinical environment.

2 State of the art

In 1838 Sir Charles Wheatstone developed a device, called the stereoscope, which
allowed the left and the right eye to be presented with a different image, in order
to create a impression of depth. The development of autostereoscopic display
devices, presenting stereoscopic images without the use of glasses, goggles or
other viewing aids has seen an increasing interest since the 1990s [2–4].

The advancement of large high resolution LCD grids, with sufficient bright-
ness and contrast, has brought high quality multi-view autostereoscopic lentic-
ular displays within reach [5]. The range of viewing positions, allowing the per-
ception of a stereoscopic image, is mainly determined by the number of views,
offered by the display.

Several publications describe how the GPU can be employed to extract the
data stream for the lenticular display from a 3D scene in an effective manner.
Kooima et al . [6] and Kratz et al . [7] present a two-pass GPU based algorithm
for a two-view head-tracked stereoscopic display. First the views for the left and
the right eye are rendered, and in the subsequent pass they are interweaved.
Domonkos et al . [8] describe a two-pass approach, dedicated for iso-surface ren-
dering. In the first pass they perform the geometry calculations on the pixel-
shader for every individual pixel, and in the second pass the shading is per-
formed. Hübner and Pajarola [9] describe a GPU-based single-pass multi-view
volume rendering, varying the direction of the casted rays depending on their
location on the lenticular screen.

The previous GPU-based approaches were dedicated render methods, work-
ing on the native resolution of the lenticular LCD grid. The approach in this
paper decouples the rendering resolution from the native LCD grid resolution,
allowing lower resolutions, when higher frame rates are demanded.

3 The multi-view lenticular display

The multi-view lenticular display device consists a sheet of cylindrical lenses
(lenticulars) placed on top of an LCD in such a way that the LCD image plane
is located at the focal plane of the lenses [10]. Therefore, LCD pixels located at
different positions underneath the lenticulars fill the lenses when viewed from
different directions, see figure 1. Provided that these pixels are loaded with suit-
able stereo information, a 3D stereo effect is obtained, in which the left and right
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eye see different, but matching information. The screen we used offered nine dis-
tinct angular views, but the described method is applicable to any number of
views.

Left Right

 

- 2 2 0 4 - 1 - 3 1 - 4 3 - 2 2 0 4 - 1 - 3 

- 3 1 - 1 3 - 2 - 4 0 4 2 - 3 1 - 1 3 - 2 - 4 

- 4 0 - 2 2 - 3 4 - 1 3 1 - 4 0 - 2 2 - 3 4 

 

(a) (b) (c)

Fig. 1. (a) Stereoscopic image perception. Two different views are combined by the
brain, in order to perceive depth. (b) The light of the sub-pixels under the lenticular
lenses is directed into different directions [11]. (c) The cylindrical lenses depict every
sub-pixel in a different view. The numbers in the sub-pixels indicate in which view they
are visible.

The fact that the different LCD pixels are assigned to different views (spatial
multiplex), leads to a lower resolution per view than the resolution of the LCD
grid [12]. In order to multiplex the views horizontally (our eyes are placed hor-
izontally), the lenticular cylindrical lenses should be placed vertically, parallel
to the LCD pixel grid columns. However, this would reduce the resolution only
over the horizontal axis, which is undesirable. Therefore, the lens cylinders are
slanted at a small angle, distributing the the reduction of resolution over the
horizontal and vertical axis [1]. The resulting assignment of a set of LCD pixels,
is illustrated in figure 1c. Note that the red, green and blue color channels of a
single pixel are depicted in different views. Every view offers a full color image,
though.

4 Method

We use a two pass algorithm: First the individual views from the different foci
positions are separately rendered to an orthogonal grid. In the second pass, the
final output signal has to be resampled from the views to a non-orthogonal grid
in the compositing phase (see figure 2). The processing power of the GPU is
harvested for both passes. In order to maintain an acceptable frame rate, the
resolution of the views can be changed dynamically.

The frustums that result from the different focal spots, are illustrated in fig-
ure 3. The viewing directions of the frustums are not parallel to the normal of the
screen, except for the center one. Therefore the corresponding frustums are asym-
metric [13]. A world coordinate (x, y, z) that is perspectively projected, using
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Fig. 2. The process of rendering for the lenticular display. Optionally, the rendering of
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d
f

s
c
r
e
e
n

 

 

(a) (b)

Fig. 3. (a) The frustums resulting from three different view points. (b) The same scene
rendered from the extreme left and right viewpoints.

such an asymmetric frustum, leads to the following view port coordinate v(x, y):

v(x, y) =

(

(x − n · d) · f

f − z
+ n · d,

y · f

f − z

)

(1)

Whereby f denotes the focal distance, n the view number and d the distance
between the view cameras.

After the projection matrix has been established, using equation 1, the scene
has to be rendered for that particular view. All views are stored in a single
texture, which is called texture1. In OpenGL, the views can be placed next to
each other in horizontal direction, using the glViewport command. The location
of a pixel in view n in texture1 can be found as follows:

t =

(

1

2
+

n

N
+

2px − 1

2N
, py

)

(2)

whereby t denotes the normalized texture coordinate, p the normalized pixel
coordinate within the view, and N the total number of views. The view index n
is here assumed to be in the range [− 1

2 (N −1), 1
2 (N −1)], as is used in figure 1c.

To composite the final image, which will be displayed on the lenticular screen,
the red, green and blue component of each pixel has to be sampled from a
different view. The view number stays fixed all the time for each sub-pixel,
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therefore this information is pre-calculated once, and then put in a static texture
map, called texture0.

In the compositing phase, all the pixels in the output image are parsed by
a GPU program. For each normalized pixel coordinate p in the output image,
texture0 will deliver the view numbers n that have to be sampled for the red,
green and blue components. The respective views are then sampled in texture1

according equation 2 using bi-linear interpolation, delivering the appropriate
pixel value. A performance characterization of volume rendering to the lenticular
screen according to the presented approach is given in table 1.

Volume description
Frames Views

per second per second

3DRX foot, 2562 · 200 voxels (25 MB) 52.4 471
CT head, 5122 · 256 voxels (128 MB) 19.2 173
3DRA neuro-vascular (sparse), 5123 voxels (256 MB) 21.3 192
4D cardiac CT, 3 phases of 5122 · 333 voxels (totally
510 MB)

13.6 123

Table 1. In order to characterize the performance of GPU-accelerated volume render-
ing [14] and compositing on the 9 view lenticular screen, several data sets were rendered
at the maximum resolution to an output window of 8002 pixels. All measurements were
obtained, using a 2.33 GHz Pentium 4 system, with 2 GB RAM memory, and a nVidia
QuadroFX 3500 with 256 MB on board memory as graphics card.

5 Clinical setup

We applied the presented approach to visualize intra-operatively acquired 3D
data sets on a Philips 42” lenticular screen, which was mounted in the operation
room (OR). The orientation of the depicted 3D data set can follow in realtime
the orientation of an X-ray C-arc system (see figure 4), which means that on
the lenticular display the 3D data set is visualized from the same viewing angle,
as the viewing incidence on the patient in the real-time X-ray image. This ap-
proach allows to reduce the X-ray radiation, since the physician can choose the
optimal orientation to acquire X-ray images without actually radiating. Further
it improves the interpretation of the live projective 2D X-ray image, which is
presented on a separate display, since the 3D data on the stereoscopic screen
(which is in the same orientation) gives a proper depth impression through the
stereovision of the lenticular screen. The fact that the clinician is not limited
to single sweet spot, makes the multi-view display particularly suitable for this
environment, since the clinical intervention demands that an operator can be
positioned freely in the range close to the patient.

The ability to visualize and manipulate the 3D data interactively is of great
importance in the analysis and interpretation of the data. Interactivity, in this
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Fig. 4. Left: the 42” lenticular screen (top right display) in the operating room. Mid-
dle: the X-ray C-arc system in a clinical intervention. Right: the degrees of rotational
freedom of the C-arc geometry.

Fig. 5. Volume rendered vascular 3DRA images. From left to right: brain arteriovenous
malformations, virtual stenting and aneurysm (blue), another neuro vessel tree with
aneurysm, and vasculature mixed with soft-tissue data.

context, means that the frame rates of the visualization are sufficient to provide
direct feedback during user manipulation (such as rotating the scene). When the
visualization’s frame rate is too low manipulation becomes very cumbersome.
Five frames per second are often used as a required minimum frame rate.

Especially the cerebral vasculature consists of many curved vessels, see fig-
ure 5. From a single X-ray image it is impossible to interpret the in-plane cur-
vature (the curvature in the z-direction of the image). But even looking at a 3D
rendered image on a 2D plane (i.e. conventional monitor), it is often very difficult
to estimate the in-plane curvature without rotating the vessel tree. Rotating a
3D scene is not a problem when sitting behind a desktop computer, but during
a clinical intervention the performing clinician is primarily occupied with the
medical procedure, and interaction with sterile computer input devices (which
are available in the OR) is an additional task, demanding focus. The stereoscopic
image allows to interpret the 3D shape, including the in-plane curvature, in a
single glance without any additional input interaction, and therefore reduces the
mental stress on the clinician during the intervention.
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5.1 Follow C-arc

When the Follow C-arc mode is active, the viewing incidence of the 3DRA data
set is matched in real-time with the current rotation and angulation of the C-arc
geometry (see figure 4). This allows the clinician to use the view on the 3DRA
data set to predict an optimal working position for the C-arc without actually
using X-ray radiation.

In order to perform this, the transformation of the coordinate space of the
3DRA data to the coordinate space of the C-arc X-ray detector has to be estab-
lished. Let the origin of the coordinate system of the 3DRA data be positioned
at the center of the data set, and let the x-axis correspond to the short side
of the table, the y-axis to the long side of the table, and the z-axis point from
the floor to the ceiling. The X-ray C-arc system can rotate over three axis (see
figure 4b). The rotation of the detector coordinate system, with respect to the
3DRA data can be expressed as:

M = Rx · Ry · Rz =





1 0 0
0 cos α − sin α
0 sinα cos α



 ·





cos β 0 sinβ
0 1 0

− sin β 0 cos β



 ·





cos γ − sin γ 0
sin γ cos γ 0

0 0 1





(3)

Note that the order of the matrix multiplications is given by the mechanics of
the C-arc system. The C-arc system’s iso-center serves as origin for the rota-
tion matrices. The rotation of 3DRA volume to the detector coordinate system
corresponds to the inverse of matrix M , which is equal to its transposed, since
rotation matrices are orthogonal.

The counterpart of the follow C-arc function is called 3D APC (Automatic
Positioning Control), which allows the C-arc to be moved to a viewing inci-
dence corresponding to the orientation of the 3D rendering of the 3DRA data
set. Desired working positions can be planned and stored before or during the
intervention and later recalled during the intervention when needed.

6 Conclusions

In this article an approach was described, bringing stereoscopic visualizations
in the operating room, in order to support the clinician during minimal inva-
sive treatment of vascular pathologies using X-ray angiography. We used a 42”
nine-view lenticular screen to offer an image that could be easily interpreted
by the clinicians. The orientation of the 3DRA data on the lenticular display
followed the viewing incidence of the X-ray C-arm in real-time, in order to pro-
vide maximum insight in the anatomy that is depicted on a corresponding X-ray
image.

Due to the GPU-acceleration, together with the adaptive adjustment of the
intermediate view resolution, interactive frame rates can be reached, which allows
intuitive manipulation of the rendered scene. Since both the 3D rendering and
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the compositing take place on the graphics hardware, the requirements for the
other components of the PC system are rather modest. Thus the realization of
the proposed high performance system can be very cost effective.

First feedback from the clinicians indicates that there certainly is a per-
spective for clinical added value. Orthopedic surgery is suggested as another
application area that could benefit from the multi-view stereoscopic display. For
better integrated usage, the display should be mounted on the same ceiling sus-
pension with the other (2D) displays. Also the integration of the live fluoroscopy
image in the 3D scene would be highly appreciated. The fact that the clinicians
do not need to wear any additional glasses, and are not limited to a sweet spot,
as well as the fact that large data sets can be manipulated interactively, make
this method very suitable for a clinical interventional environment.
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Abstract. We present the first autostereoscopic visualization system to
project a real-time (live) medical data slice in-situ by use of a holographic
optical element. Our system can project an essentially (1 mm in-slice
accuracy) viewpoint-independent real-time virtual image into its actual
anatomic location, enabling natural hand-eye coordination to guide inva-
sive procedures. Our system does not require tracking or a head-mounted
device, and it can project a 104x112 mm virtual image from a much
smaller 19.3x15.5 mm source image. The system’s optics are non-axial,
arranged so that the source image does not block the direct view of the
patient and allows sufficient room for long tools to operate on the pa-
tient. We are currently adapting this system for use with ultrasound for
guiding liver biopsy and amniocentesis.

1 Introduction

In the current practice of medicine, images are routinely acquired by ultrasound,
computerized tomography (CT), magnetic resonance imaging (MRI) and other
modalities. These images are viewed on a film or screen, rather than by looking
directly into the patient. This separation between image display and the patient
workspace requires a clinician using the images for real-time guidance to men-
tally integrate two disparate frames of reference. The difficultly in performing
such mental integration is problematic for performing invasive procedures, where
direct physical interaction with the region being imaged is required. Examples
of such procedures include vascular access, biopsy, amniocentesis, and minimally
invasive (keyhole) surgery.

A number of researchers have worked to develop more natural ways to merge
images with the perceptual real world, thereby removing the clinician’s need
to shift their gaze between the patient and the image [1–7]. These techniques
fall into the broad category of augmented reality (AR), which enhances what
is predominantly a real scene with virtual objects. For example, in the case
of guiding needle biopsy, both the patient and needle are real. The “virtual”
addition to the scene may consist of a real-time ultrasound image being used to
guide the biopsy procedure or an MR or CT image acquired previously. AR seeks
to project such images in situ (in the location from which they were scanned).



The most common method for displaying an in-situ object in current com-
mercial and research AR systems is to present a separate viewpoint-dependent
rendering to each eye, such that stereoscopic vision may determine depth [1–3].
Doing so requires both real-time computation to generate an appropriate ren-
dering for each eye, as well as some sort of tracking to determine each eye’s 3D
position. Many such systems make use of either a head-mounted display (HMD)
or special, e.g. polarized, glasses. All of these systems have a number of difficul-
ties, some of which are technical hurdles but others of which are intrinsic, such
as conflicting depth cues (e.g. accommodation and convergence) [8].

Optical systems that generate in-situ images without tracking or a head-
mounted display offer a solution to many of these difficulties. The perceived
3D location of each in-situ point in these systems is essentially independent of
viewpoint, allowing natural depth perception of the 3D scene. Accordingly, these
systems are autostereoscopic [9]. Such systems may either project a holographic

image or they may project a true optical virtual image, in the latter case either
by means of a semi-transparent mirror or, as presented here, by means of a
holographic optical element (HOE). In contrast to a holographic image, an HOE
is a hologram of an optical system that produces the desired image projection
(see Section 2).

1.1 Holograms for AR

Holographic images are naturally autostereoscopic and well-suited for interven-
tional guidance. Significantly, they can be merged with a direct view of the
patient, allowing the clinician to see both the in-situ holographic image as well
as where they are puncturing the skin. Such merger of direct vision with in-situ
visualization is achievable by use of a narrow band hologram, which allows the
bulk of the visible spectrum to pass directly through unmodified.

Significant research has been done in the area of real-time projection of 3D
holographic images. A recent break-through has been the development of a re-
writeable holographic recording medium by Tay, et al. [10]. Their new photore-
fractive polymer composite changes its refractive index in response to the record-
ing laser via an electrical rather than chemical process, allowing the creation of
a hologram that can be repeatedly erased and re-recorded. Their process is cur-
rently slow, requiring approximately 2 minutes to record an image, but future
advances could potentially allow a sufficiently powerful laser to record holograms
at video frame rates. Even if such a feat were to be achieved, however, there is a
remaining group of problems for using holographic images in augmented reality
medical applications.

1.2 Difficulties Utilizing Holographic Images for AR

The preferred method of creating a holographic image from an acquired medical
image is to compute the appropriate phase patterns for each location on the
hologram (hogel) directly from a computer model, and then individually write
each hogel (utilizing a spatial light modulator) as described in [10]. There are
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two potential hurdles to this approach. First, the resulting tessellation of the
hologram into small hogels (each of which records only one 2D perspective of
the 3D object to be displayed) quantizes the desired parallax effects and stereo-
scopic depth perception. Second, it can be time consuming both to compute the
plethora of perspectives and to individually (i.e., sequentially) write the large
number of hogels to the hologram media.

The second challenge can sometimes be mitigated by only computing and
recording perspectives across the horizontal axis [10]. Even when such a hologram
is properly aligned with the viewer, vertical changes in viewpoint will lead to
different perceived locations for the hologram image along the vertical axis. This
may be acceptable for “Princess Leia” floating in space, but could be disastrous
if used to guide an invasive procedure. Invasive procedure guidance requires
accurate localization along all three axes, as clinicians may well tilt their heads
or move them vertically as they bend over a patient in the normal course of
performing an intervention.

Taking these hurdles together, it becomes apparent that for the foreseeable
future hologram recording is unamenable to real-time updating to match ongoing
operational scans, e.g. from ultrasound. The time required to update a 2D hogel
array will also preclude holographic video of pre-acquired periodic time sequences
of images, e.g. cardiac gated volumetric CT. Furthermore, even if these hurdles
are overcome, future lasers suitable for real-time hologram writing will likely be
large and high-powered, making it difficult to construct a safe hand-held system
that does not block the operator’s vision or place physical equipment in the way
of surgical tools.

1.3 Other Autostereoscopic In-Situ Visualization Methods

An alternative approach is to project a true optical virtual image, which occurs as
the result of the apparent in-focus convergence of light rays, such as a reflection in
a mirror or the magnified image produced by a magnifying glass. Like holographic

images, true optical virtual images are naturally autostereoscopic. This approach
is capable of autostereoscopic real-time operation using current technology. Real-
time tomographic reflection (RTTR), such as is employed by Stetten’s sonic
flashlight, is one such AR technique [5–7]. As shown in Fig. 1, RTTR utilizes a
half-silvered (semi-transparent) mirror to project an in-situ virtual image from a
real-time image source (such as an LCD or OLED display). By rigidly connecting
the autostereoscopic visualization device to the scanning device, the need for
cumbersome tracking equipment is altogether avoided.

Until recently, RTTR was the only technique available for projecting in-situ
autostereoscopic virtual images in real time. Unlike holography, however, RTTR
is typically restricted to displaying a 2D manifold (albeit corectly located and
perceived in 3D space) of the same size, shape, and mirrored position as the dis-
play source. Accordingly, it can be difficult or impossible to construct a hand-held
RTTR system that is not unwieldy but is still capable of guiding deeper proce-
dures such as liver biopsy or amniocentesis. A hand-held form factor is especially
desirable for use with portable scanning technologies, such as ultrasound.
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Fig. 1. Left: RTTR Configuration: A half-silvered mirror bisects the angle between the
in-situ virtual image (coincident with the scanned data, e.g. ultrasound slice, within the
patient) and the flat-panel monitor. Point P in the virtual image and its corresponding
location on the monitor are equidistant from the mirror along a line perpendicular to
the mirror (distance = d). Because the angle of incidence equals the angle of reflection
(angle = α) the viewer (shown as an eye) sees each point in the reflection precisely
at its corresponding physical 3D location, independent of viewer location. Right: An
HOE can be used to project an autostereoscopic virtual image whose size, shape, and
position need not be identical to that of the display source.

2 Holographic Optical Elements

There is a need for an AR method that is not only presently capable of real-
time, in-situ autostereoscopic visualization of “large” objects, but is also capable
of doing so from a hand-held device without using head tracking, blocking the
operator’s vision, or placing physical equipment in the way of surgical tools.
Holography is not yet capable of real-time operation, and it will not be im-
plementable in a hand-held form factor for the foreseeable future. RTTR has
already been embodied in a real-time hand-held device (the sonic flashlight),
but is capable of visualizing only 2D manifolds of limited size without resorting
to an unwieldy form factor and/or blocking physical access to the patient by
placing a mirror in the way of surgical tools. Here we present an alternative
approach, originally proposed (but unimplemented) in [11].

An HOE can be used in lieu of RTTR’s semi-transparent mirror, potentially
allowing the creation of a hand-held device with the above capabilities. This is
possible because a single narrow-band HOE can appear transparent, and yet still
combine the magnifying capabilities of a lens with the “repositioning” capabili-
ties of a diffraction grating to project a large in-situ true optical virtual image.
The content of the virtual image is generated from a semi-arbitrarily positioned
small real-time image source, such as an LCD back-light by a laser. Thus, an
HOE is capable of enabling a device such as depicted on the right in Fig. 1.
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An HOE can be conceptualized as a permanently recorded hologram, whose
purpose is not to project a fixed 3D image, but rather to act as an optical
element, such as a lens or a prism. In the present case, the purpose of the HOE
is to project an autostereoscopic virtual image containing the data displayed
on a separate real-time image source. Real-time operation is achievable because
the image source, not the HOE, is updated in real time to visualize each new
image “frame.” The visualization of larger objects by way of an uncumbersome
hand-held device is possible due to the HOE’s diffraction-based operation and
lack of reliance on a large, high-quality laser. Finally, an unobstructed view of
the patient is possible through the HOE if the HOE is sufficiently narrow-band.

As with RTTR, the use of a 2D image source unfortunately restricts an HOE-
based system such that, at any given moment, it can only visualize data lying
on a 2D manifold. The projected tomographic data can be correctly located
and perceived in 3D space, and different manifolds of data may be examined
in temporal sequence by physically moving the device (and thus the location of
the in-situ visualization). However, simultaneous visualization of a 3D volume
is not possible without, at minimum, the use of multiple optical elements and
a high-speed image source to automatically project a temporal and spatial se-
ries of virtual image “slices” at known locations and in rapid succession. Even
so, present technology is either at or near the capability required to project a
stack of virtual images in real time, and so HOE design (as opposed to hologra-
phy improvements) may well usher in the era of 3D real-time autostereoscopic
visualization.

Even without volumetric 3D displays, HOE-based autostereoscopic visual-
ization systems may soon be capable of guiding deeper procedures such as liver
biopsy or amniocentesis by projecting real-time 2D ultrasound in situ, and fu-
ture HOE-based 3D visualization systems may be capable of visualizing arbitrary
volumetric data in real time, such as may be acquired by 3D ultrasound, OCT,
or even preoperative MRI or CT registered in real-time to ultrasound, etc. Not
only would these new visualization capabilities have the potential to improve the
quality of care for existing procedures, but new interventional procedures may
also be enabled, such as out-of-plane needle insertion to reach problematically
located targets.

3 Method

There are several types of HOE, each with a different fabrication method. Re-
grettably, no HOE is capable of projecting a perfect virtual image; there will
always be some degree of optical aberration that results in blur. Optical aberra-
tions are inherent to any non-trivial optical component3, whether refractive such
as a lens or diffractive such as an HOE. Unfortunately, blur in a virtual image
degrades its autostereoscopic quality, because a projected point that is classically
blurred over the entire aperture of an HOE will be perceived as being in different

3 A perfectly flat front-surface mirror can be aberration-free.
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locations when viewed through different regions of the HOE. Accordingly, one
of the major goals in designing an HOE-based in-situ visualization system is the
minimization of blur, not only to produce images that appear sharp, but also to
reduce the undesired dependence of apparent target location upon viewpoint.

In general, an HOE-based system is designed using optical simulation and
optimization software (in particular, we have made use of the commercial Ze-
max EE optical engineering program). The HOE’s phase function, which fully
describes, e.g., the refractive index across the HOE’s surface, is usually jointly
optimized with the remainder of the device’s optical components, including their
physical layout. Such optimization is guided by an often-complex merit function,
designed to favor physically realizable designs while minimizing optical aberra-
tions. Due to their complexity, merit functions are typically subject to many local
minima. Accordingly, such optical design is both an art and a science, requiring
a carefully crafted merit function and tedious coaxing of the system through
the solution space by means of many carefully chosen intermediate designs (and
corresponding merit functions).

A complete HOE-based visualization system requires, at minimum, an HOE
and a display source, such as an LCD. Each pixel of the display source must
emanate diffused light at the HOE’s operating wavelength, which may be ac-
complished by use of an expanded laser beam for illumination paired with an
optical diffuser. In order to help correct for the HOE’s optical aberrations, it
may be necessary to place additional corrective optics between the image source
and the HOE. To avoid either blocking the operator’s vision or placing physical
equipment in the way of surgical tools, such corrective optics must themselves
be kept out of the way. The properties of these corrective optics are jointly op-
timized with the rest of the optical system. The set of corrective optics may
include a fiber optic faceplate located adjacent to the display source. The fiber
optic faceplate can serve dual purposes, correcting field curvature aberration
while simultaneously functioning as the afore-mentioned optical diffuser.

4 Results

We have designed and constructed one such HOE-based system (see Fig. 2),
capable of projecting a virtual image sized 104 mm wide by 112 mm tall, 5.4
times wider and 7.2 times taller than our 19.3x15.5 mm image source. To simplify
our initial design, we positioned the virtual image at 1 m from the HOE, further
than likely to be used in clinical practice (reducing this distance increases optical
aberrations). Our design has an unobstructed line of sight from the HOE to the
virtual image, with the image source and two corrective lenses located off-axis,
out of the way of the direct line of sight to the patient.

The projected virtual image is well focused, and thus objects in the virtual
image do not appear to substantially change their position across the range of
viewpoints. In particular, over a normal range of viewpoints, objects empirically
do not appear to move by more than 1 mm within the image slice, as quanti-
tatively measured using a digital camera on a precision positioning stage and
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Fig. 2. The layout of our HOE-based autostereoscopic in-situ visualization system.

Fig. 3. Photos showing fetal ultrasound projected inside the mother. The images ap-
pear to have higher resolution in person, due primarily to the larger dynamic range
and smaller pupil size of the human visual system. The left photograph shows the
ultrasound image floating inside the mother, as viewed through the HOE. The other
photographs are “zoomed in,” showing part of the fetus, oriented facing left with the
head down. Some of these are still-shots from a video we recorded showing in-situ
autostereoscopic visualization of fetal movement inside the mother. For this demon-
stration, we played back previously recorded ultrasound. However, by simply attaching
an ultrasound machine to our current device we could project real-time ultrasound
data in situ.

well in agreement with our optical simulation. Actual in-situ projection of fetal
ultrasound is shown in Fig. 3.

5 Conclusion

In-situ guidance of deep procedures such as liver biopsy or amniocentesis requires
the real-time projection of large virtual images of 2D (e.g., ultrasound) or 3D
data in situ, without blocking the operator’s vision or placing physical equipment
in the way of surgical tools.

We hypothesized that HOE-based autostereoscopic visualization systems are
capable of meeting these requirements. Rather than seeking to project true 3D
holographic images (and thus requiring real-time updates of a hologram), we use
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a permanently recorded HOE to project a real-time virtual image from a readily
available image source such as an LCD (the LCD, not the HOE, is updated in
real time). Unlike RTTR systems, the size, shape and position of the virtual
image are not tightly constrained by the size, shape, and position of the image
source. In the future, volumetric 3D visualization may also be possible.

We have designed, built, and tested the first such HOE-based AR system,
successfully demonstrating the chief benefits of using an HOE.

Having shown that HOE-based in-situ guidance of deep procedures is pos-
sible, we are now working on a new design with a larger virtual image and a
reduced distance between the HOE and the virtual image, which are more de-
sirable for hand-held in-situ projection of ultrasound. Our new optical design
is more challenging, because the increased image size and reduced optical dis-
tance exacerbate many optical aberrations. Once our design is finished, however,
our new autostereoscopic device should be well-suited for guiding deep invasive
procedures.
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Abstract Recent advances in the field of computer graphics have enabled ex-

tremely fast and high quality rendering of volumetric data. However, these al-

gorithms have been developed and optimized for visualization on single view

displays, and not for stereoscopic augmented reality systems. In this paper, we

present our implementation and results for the integration of a high quality hard-

ware accelerated volume renderer into a medical augmented reality framework

using a video see through HMD. The performance and quality of the renderer is

evaluated through phantom experiments and an in-vivo experiment. Compared to

the literature, our approach allows direct real-time stereo visualization of volu-

metric medical data on a HMD without prior time consuming pre-processing or

segmentation. To further improve the visual perception and interaction of real and

virtual objects, the renderer implements occlusion handling with the physicians

hands and tracked medical instruments.

1 Introduction

Real-time visualization of 2D and 3D image data is one of the key tasks of any aug-

mented reality system. Besides rendering the image data in real-time, the visualization

has to provide the user with the appropriate visual cues at the right time. Augmented

Reality was introduced as an alternative to monitor based visualization for the presen-

tation of medical image data during surgery. Exemplary systems were proposed within

neurosurgery [16], orthopaedic surgery [21], and liver surgery [9]. Existing solutions for

medical augmented reality often implement real-time rendering by reducing quality or

using simple rendering techniques. Simple wireframe surface models or slice rendering

is applied to achieve real-time performance. In addition many methods require time con-

suming pre-processing of the volume data and manual interaction. More sophisticated

methods enhance 3D perception within their stereo systems i.e. by transparent surfaces

[6], virtual mirrors [3], or viewing windows [1] into the body. Important visual cues, such

as shape from shading, depth from occlusion or motion parallax can help the user of a

medical augmented reality system by an improved perception of the 3D data. This paper

summarizes efficient implementations for hardware accelerated direct volume rendering

(DVR) and proposes smart extensions to get the best visual perception while ensuring

the required real time update rate.



2 Related Work

The development of GPU3 ray-casting over the past five years [14,19] has led to flexi-

ble and fast hardware accelerated direct volume renderers. The popularity of GPU ray-

casting is thanks to its easy and straightforward implementation on nowadays GPUs as

well as the great flexibility and adaptability of the core ray-casting algorithm to a specific

problem set.

Several recent works deal with enhancing the visual and spatial perception of the

anatomy from the 3D data set by advanced DVR, many based on GPU ray-casting.

Krüger et al.[13] propose ClearView for segmentation free, real-time, focus and context

(F+C) visualization of 3D data. ClearView draws the attention of the viewer to the focus

zone, in which the important features are embedded. The transparency of the surround-

ing context layers is modulated based on context layer curvatures properties or distance

to the focus layer. Viola et al.[23] presented importance driven rendering of volumes

based on cut aways allowing fully automatic focus and context renderings. Burns et

al.[5] extend importance driven volume rendering with contextual cutaway views and

combine 2D ultrasound and 3D CT image data based on importance. Beyer et al.[2]

present a very sophisticated volume renderer, based on GPU ray-casting, for planning

in neurosurgery. The renderer supports concurrent visualization of multimodal three-

dimensional image, functional and segmented image data, skull peeling, and skin and

bone incision removal at interactive frame rates. Kratz et al.[12] present their results

for the integration of a hardware accelerated volume renderer into a virtual reality en-

vironment for medical diagnosis and education. The presented methods and techniques

are closely related to our work. However the renderer is integrated within a virtual re-

ality environment. Thus, no fusion of real and virtual data is performed and important

augmented reality problems like interaction of real and virtual objects are not addressed.

F+C rendering for medical augmented reality, has been proposed in recent work by

Bichlmeier et al.[4]. However was never fully realized using the GPU with the same

degree of quality and performance as in the field of computer graphics. The presented

methods are limited to rendering polygonal surface data, extracted by time consuming

segmentation from the volume data set. Although the relevant anatomy and structures

can be depicted, the approach suffers from lack of real volumetric visualization of med-

ical image data. Important and standard medical visualization modes are impossible to

achieve with these technique, i.e. Maximum Intensity Projection (MIP) and volume ren-

dering of soft tissue. Another limitation is that the visualization is static and fixed to the

time of mesh generation. Despite these drawbacks, the proposed video ghosting tech-

nique of the skin surface is promising as it enables a natural integration of the focus

zone into the real video images.

Our work deals with the integration of a high quality hardware accelerated volume

renderer into an augmented reality framework. The current setup is aimed at medical

augmented reality using a video see through HMD system. Compared to surface ren-

dering, DVR allows the use of the whole volume information during rendering without

prior pre-processing.

3 GPU - Graphics Processing Unit
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3 Methods

3.1 Medical Augmented Reality System

The CAMPAR [20] augmented reality framework takes care of temporal synchroniza-

tion of the video and tracking data streams and provides basic functionality for the vi-

sualization on the HMD. The video see-through HMD system is made of two color

cameras for each eye and an inside-out optical tracking system which was originally in-

troduced as RAMP by Sauer et al. [18]. CAMPAR runs on a standard workstation class

PC (Dual IntelTMXeon, 3.2Ghz, 1.8Gb Ram, NvidiaTMGeforce 8800 Ultra, 768Mb on-

board memory). On the same PC runs also a server process for the RAMP inside-out

tracking.

Tracking of the objects in the scene is accomplished by two separate optical tracking

systems. An outside-in optical tracking system consisting of four infrared (IR) ART-

track2 4 cameras mounted to the ceiling of the room and an inside-out optical tracking

system using an IR camera mounted directly on the HMD. Position and orientation of the

users head are accurately determined by the inside-out tracking system, while the out-

side in tracking covers a much greater tracking volume and is used for all tracked objects

in the scene. A reference system composed of a known arragement of optical tracking

markers, visible by both tracking systems serves as the common reference frame of the

scene.

For correct placement of the CT volume data inside the augmented reality scene it

is registered to the coordinate frame of a tracking system in the scene. We use 4[mm]

Beekley 5 CT-spots fiducials, that are additionally coated with an infrared reflective foil

and attached to the surface of the subject. Thereby the same markers are locatable by the

optical tracking system and in CT image data. The CT image and tracking space position

of the markers are used to compute the rigid transformation from CT image to tracking

space as described in [22]. Skin markers are however only suited for rigid anatomy, i.e.

in phantom studies. For clinical introduction the concept of dynamic reference base i.e.

markers attached to the target (bone) anatomy has to be used. If no combined markers or

no markers at all were attached to the subject during CT image acquisition, the data has

to be registered by other means. For phantom experiments (cf. Section 4) we therefore

attached fiducials to the surface of a phantom and acquired a high resolution CT scan

as the orginial human CT dataset was acquired without CT fiducials. The centroids of

the markers are extracted fully automatically from the data set based on intensity thresh-

olding and moments analysis. Finally the real human CT and phantom CT datasets are

registered by intensity based registration, using Mutual Information and Best Neighbor

optimization (cf. [11] for a comprehensive overview on medical image registration).

3.2 High Quality Volume Rendering

The GPU accelerated ray-casting based volume renderer is implemented as part of a

C++ library in OpenGL and OpenGL’s built-in shading language (GLSL). Rendering is

realized by multipass techniques for ray setup, volumetric ray-casting, and composition

of the final image. Various rendering modes, i.e. Non-Polygonal Iso Surface, Volume

4 A.R.T. GmbH - http://www.ar-tracking.de/
5 Beekley Corp. - http://www.beekley.com
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Rendering, Maximum Intensity Projection (MIP), Iso Surface Shaded Volume Render-

ing and Digitally Reconstructed Radiographs (DRR), of 3D medical data are supported.

We employ several techiques to render high quality images in real-time. Floating

point render targets are used for full precision throughout the entire rendering pipeline.

Methods for clipping of the volume and for correct interaction of the volume and tra-

ditional opaque scene geometry similar to those presented by Scharsach et al.[19] are

implemented. Local illumination is supported by various illumination models and on the

fly gradient computation on the GPU. Fast and high quality non-polygonal iso surface

rendering is realized by first hit iso surface ray-casting and subsequent iso surface re-

finement. Higher quality tranfer functions, pre-integrated [8] and post color attenuated

[24], are employed to retain high image quality for low sampling rates. The performance

of the renderer is optimized by empty space leaping of non visible voxels, using an oct-

tree representation of the volume for culling of inactive voxels. Early ray termination in

the ray-casting shaders, random ray start off-setting, and variable size of pipeline inter-

nal render targets futhermore contribute in achieving high performance and high quality

rendering. For a detailed treatment of the rendering algorithms and techniques we refer

to [7].

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 1. Stages of Focus and Context Rendering pipeline optimized for Augmented Reality with

enabled Hand Occlusion Handling. (a) Video Input feed image from camera. (b) Depthbuffer

for ray-casting after hand segmentation (c) Ray Entry Lookup texture (d,e) Skin Context Layer:

(d) Surface, (e) Surface Normals. (f,g) Bone Focus Layer: (f) Surface,(g) Surface Normals. (h)

Composition of Video Image, Focus and Context Layers.

In addition to the named standard volume rendering techniques the renderer imple-

ments ClearView [13] for pre-processing free, real-time F+C visualization (cf. Fig. 1(h))

of 3D data. The implementation is extended by the video ghosting techniques proposed

by Bichlmeier et al.[4]. We furthermore add an optimization to the original ClearView

pipeline greatly accelerating it for real-time stereo visualization. The original ClearView

method generates focus and context layers each time the viewpoint changes without con-

sidering occlusion of inner layers by other closer to the camera located layers. Thereby,

for a large number of pixels never contributing to the resulting image costly compu-

tations are executed. For an augmented reality environment, in which the viewpoint

changes from frame to frame, this greatly reduces performance. We therefore incor-
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porate focus region information already when generating the context and focus layers

(cf. Fig 1(c) and 1(f)). Thereby, pixels outside the focus region are masked in an early

stage of the pipeline and non-contributing computations are avoided. Especially more

computationally expensive rendering techniques for inner layers benefit from this mod-

ifications. Additionally, the results of layer n − 1 are used as inputs for layer n, when

generating the temporary hit layer images.

3.3 Integration into AR environment

The requirements for volume rendering in medical augmented reality differ greatly from

those for visualization on medical workstations, i.e. for diagnostic purposes. The ren-

dering engine has to be optimized for speed first, followed by image quality second.

The visualization should at no point result in large latencies of the overall system. In

general this task is difficult to achieve as the performance depends on many parameters.

Additionally, for in-situ visualization with a HMD as in our setup, the renderer has to be

capable of perspectively correct stereo rendering in real-time (30fps). We realize stereo

rendering, by rendering the volume for the left and right eye in two separate passes. In

each pass the projection matrix for the current eye is loaded into the OpenGL projec-

tion matrix and the volume is rendered into a texture on the GPU. To achieve real-time

stereo rendering performance we identified some basic optimization techniques that we

applied when we adopted the volume renderer to the augmented reality environment.

A general guideline is to avoid computations that do not contribute to the final ren-

dered image as early as possible in the pipeline. By making use of the occlusion of the

volume by real and virtual objects further computations are skipped for many pixels

of the image. The marking of pixels inside the focus zone for F+C rendering is mo-

tivated by the same considerations. Computationally intensive calculations should be

deferred in the shaders as long as possible or skipped using conditional statements. A

small memory footprint on the GPU is another important factor for high performance

rendering. As much memory, textures, render and vertex buffers, should be shared or

reused among different rendering techniques and for the per eye render passes. By keep-

ing the memory usage to a minimum all data can be stored in high performance GPU

memory. The image quality is another factor that has to be considered for the AR envi-

ronment. Higher quality rendering techniques are computationally more costly resulting

in a reduced framerate. The question is to which level of quality differences can be per-

ceived by the user of the system on the HMD. Naturally, it makes no sense to render high

resolution images if the same subjective user perception can be achieved with slightly

reduced image resolution, resulting in a higher rendering performance.

Incorrect occlusion of virtual and real objects in the augmented scene is one of the

fundamental problems in augmented reality. Without occlusion handling, virtual objects

will appear floating over real objects and any impression of depth will be lost. In this

work we present a basic yet effective method for occlusion handling in medical aug-

mented reality using a video see through HMD. The operating site visible to the physi-

cian is relatively small and access to it is restricted to the treating physician, therefore

the main and most disturbing occluders are the physician’s own hands and instruments.

In Sandor et al.[17] the advantages of hand occlusion handling for video see through

HMDs were demonstrated. In our approach we handle the occlusion the physician hands

by color filtering of the video images. A problem for the stable separation of a physi-

cian’s hands from the rest of the video image is the large similarity of the standard gloves
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white surface color and other features in the operating site image, i.e. patient skin. There-

fore we exchange the standard white gloves by blue gloves, which are less common but

available in the clinics. The color filter is implemented as a shader that compares color

hue to a reference color where value and brightness are not too low for hue to be reliable.

Because of natural shading, it is not sufficient to compare RGB color values. Brightness

may vary largely, so conversion to HSV is worth the additional effort and gives much

better results. The filter is applied at the very first stage of our rendering pipeline. Its

result is written to a depth render target, where every pixel not belonging to one of the

hands is set to the minimal depth value. The resulting depth buffer image (cf. Fig. 1(b))

is used for all following pipeline stages. Thereby, costly operations for pixels occluded

by the hands are avoided by the Depth-Test of the GPU.

Fischer et al.[10], presented a method for instrument occlusion handling for medical

augmented reality based on offline segmentation and first hit ray-casting. The integration

and extension of their approach to real-time occlusion handling is straight forward within

our method. It is implemented by running a depth test in a fragment shader, comparing

the depth of the first hit isosurface, i.e. skin or bone, extracted by GPU ray-casting and

the depth buffer values from the rendering of a polygonal model of a tracked instrument.

For every pixel of the rendered instrument model with a smaller depth value than the

skin iso-surface the pixel is set to black in the virtual instrument image. Thereby, after

composition of all render pass results, the virtual instrument is only visible inside the

patient behind the skin surface.

4 Experiments and Results

We conducted two experiments for human CT datasets on a realistic phantom and two

in-vivo experiments to evaluate the performance of the renderer in a realistic scenario.

The performance of the renderer was evaluated in detail for multiple rendering modes

on the phantom. For the performance measurements the internal render target resolution

was set to the camera resolution (640x480), the viewport resolution was set to the HMD

resolution (1024x768). In all experiments empty space leaping and early ray termina-

tion optimizations were activated. For the evaluation a volunteer wore the HMD and

inspected the phantom by continuous motion around it for two minutes. The minimum,

maximum and, average framerate was measured using Fraps 6, a freely available bench-

marking tool. A general note on the framerate before the detailed results are presented.

The maximum framerate of the system is limited by the update rate of the slowest com-

ponent in the system. For the used system the video cameras limit the overall system

framerate. Thus, the average framerate can never be more than 30 frames per second,

the camera refresh rate, in our experiments.

Phantom Experiments Setting up repeatable and realistic experiments for medi-

cal augmented reality is a tedious and complex task. A main factor is the availabil-

ity of a realistic phantom. Within our group a phantom based on the data of the Visi-

ble Korean Human Project [15] 7 (VKHP) was manufactured 8. The life-size phantom

ranges from the head to the lower hips. The performance of the renderer was tested dur-

ing several experiments with three datasets, head (296x320x420x8bit), thorax high res.

6 http://www.fraps.com/
7 http://vkh3.kisti.re.kr/new/
8 FIT - Fruth Innovative Technologien GmbH, www.pro-fit.de
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(a) (b) (c)

Figure 2. (a) Focus and Context rendering of the Korean head dataset. Video image is used as

context layer, Focus layer is rendered with volume rendering. (b,c) Renderings of the Korean

thorax dataset. (b) Focus and Context rendering with shaded volume rendering for the focus layer

(bone). (c) Standard direct volume rendering visualizing the skeleton.

(256x368x522x8bit) and thorax low res. (256x368x261x8bit), extracted from the orig-

inal Visible Korean Human (VKH) CT data. Examplary result images for the head and

thorax datasets of the visible korean human phantom are shown in Fig. 2 (a-c). The mea-

sured average framerate for various DVR rendering modes is depcited in Fig 3(a) and

Fig. 3(b) for F+C rendering. The better performance of the F+C rendering modes com-

pared to the DVR rendering modes can be explained by the reduced number of pixels for

which rays are cast through the dataset when the focus region optimization is enabled.

(a) Average FPS for various DVR modes (b) Average FPS for various F+C modes

Figure 3. Performance results for VKH datasets measured in average frames per second. (a) Aver-

age frames per second for various DVR modes. (b) Average frames per seconds for F+C Render-

ing. VR - Volume Rendering (VR) with standard post-classification, PCA - VR with Post Color

Attenuation, Pre-Int - VR with Pre-Integration. LI - Local Illumination via Blinn-Phong and on-

the-fly gradients by central differences. Iso - Skin Surface is rendered as shaded iso surface. Video

- Ghosting of skin surface in video enabled.

In Vivo Experiment One of our colleagues, who had a sport accident, positioned

CT markers at his right foot, using locations that could be identified later on for tracking

markers, before a CT scan of the foot was acquired. By attaching tracking fiducials at

these distinct landmarks the CT dataset with the CT fiducials at the same relative posi-

tions can be registered. In the experiment we evaluated the performance and quality of

the rendered image for a volume (256x256x154 voxels), and as well the hand occlusion.

Figure 4 depicts some of the results we got for the foot dataset with shaded DVR and

enabled F+C rendering.
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(a) (b) (c)

Figure 4. (a) Trauma surgeon inspecting the foot through the HMD. (b) Volume Rendering of

bone, with visible Hand Occlusion problem. Hand without glove is beneath rendering. Hand with

glove is placed correctly in front. (c) Focus and Context Rendering using shaded volume rendering

for focus layer.

For the selected parameters the average framerate was 30fps. The frame rate never

dropped below 28 fps, neither for standard VR nor for F+C rendering. We also evalu-

ated the performance for rendering with the full HMD resolution (1024x768). Using this

resolution, we noticed a slight performance drop of the average framerate for standard

VR. For F+C rendering the framerate remained stable about 30fps. The performance

drop for VR is mainly due to the full visibility of the dataset compared to F+C ren-

dering, in which only the volume inside the focus zone is rendered. In the experiment

the renderer was also tested by two members of the surgical staff of the trauma surgery

department. After the experiments they provided us with valuable feedback considering

performance, quality and possible future improvements. Especially the stable real-time

performance and high quality of the renderer for several different anatomies, head, torso

and the successful in-vivo experiment on the foot motivate further studies from the side

of our clinical partners.

5 Discussion

Introduction of techniques for hardware accelerated volume rendering for medical aug-

mented reality is an important step towards the integration of the complete 3D data into

the medical augmented reality environment in real-time. The positive feedback of the

physicians, motivates us for further investigation of the visualization and usability stud-

ies with multiple physicians.

The ultimate goal is to provide the best visualization of the 3D image data to the

physicians at any point during a medical procedure. However, functionality comes be-

fore fancy visualization.Thus, determining the best rendering mode for each medical

application is another important issue and interesting subject of research. Future work

should focus on evaluation of the already existing rendering modes for a defined set of

medical procedures together with our clinical partners. The specific requirements have

to be analyzed for each procedure over the complete workflow, from pre-operative imag-

ing till the end of the intervention. For this purpose we plan to record video and tracking

data for exemplary procedures for use as offline training datasets. For these dataset the

visualization modes can be interactively changed and adjusted based on feedback from

our medical partners. Thereby, the visualization can be iteratively refined and optimized

for the specific medical procedure.
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Concerning the currently implemented occlusion handling, we do not claim that the

method is suited for augmentation of all medical procedures, especially not for tradi-

tional open surgery. Simple color segmentation is not enough for this task. However, for

pre-operative inspection of the patient using augmented reality techniques through the

HMD or as mentioned for minimally invasive procedures, with access restricted by ports

into the patient, the approach is sufficient. The integration of more elaborate methods for

real-time occlusion handling, i.e. depth map reconstruction using the stereo camera sys-

tem, could be seen as future work.

6 Conclusion

This papers presents and summarizes the results for the integration of a high qual-

ity hardware accelerated volume renderer into an augmented reality environment. The

pipeline of the renderer and advanced rendering techniques were adapted and optimized

for stereoscopic rendering on a HMD. The occlusion problem of real and virtual objects

in augmented reality scenes was addressed in this work, by simple yet effective methods

for diagnosis and minimally invasive procedures using a HMD. The method allows an

improved, more natural perception of the augmented reality scene. The performance of

the presented techniques has been demonstrated and evaluated in several experiments by

rendering real human CT data of the skull and the complete thorax on realistic anatomi-

cal phantoms using different rendering techniques. In an in-vivo experiment the renderer

was used to augment a human foot by its pre-acquired CT dataset and evaluated by three

trauma surgeons.
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Abstract. Radio–guided control of tumor resection borders can be pro-
vided by intra-operative hand–held beta–probes. As radioactive decay
and its detection follow a statistical process the readings detected with
such probes suffer from a high variance over time. In general their mea-
surements are averaged over a certain duration, e.g. 1− 3 [s], in order to
provide statistically reliable measurements. This results in a smearing of
the readings over an area if the probe is moved and thus in the risk that
microscopic cancer residuals remain undetected.
To deal with this problem a statistical correction based on tracking of the
hand–held detector is introduced. By extending the probe with a track-
ing system, statistical correction of the readings with a position–filtering
approach is possible. In addition the new system allows calculating the
confidence level of the estimated probe measurements in the region of
interest, which is displayed interactively. This enables guiding the sur-
geon during the acquisition, making the process less user dependent and
more robust.
The results do not only prove the concept, but show the superiority
of the novel approach. A correlation with the ground truth of 53 − 75%
versus 38−51% of the standard procedure was achieved. We show in this
paper how computer assistance contributes to advanced visualization and
guidance in surgery, as well as how it supports improving the quality of
the acquired data.

1 Introduction

Lately intra–operative nuclear medicine guided procedures have been introduced
in cancer surgery in order to allow radio–guided control of tumor resection bor-
ders. In this procedure, a radioactive tracer that accumulates primarily in tu-
mors cells (i.e. FDG) is injected into the patient before the intervention. After
the main tumor is resected with minimal resection margins, a hand–held radia-
tion detector, i.e. a beta–probe, is used to find microscopic cancer residuals in
the tumor bed, as these present higher count rates over the background radia-
tion [1, 2]. This procedure allows the surgeon to selectively expand the resection
borders.

The acquisition of radiation readings is a statistical process due to the random
nature of the radioactive decay. In standard procedures this results in noisy or



even invalid data. Moreover it forces the use of temporal smoothing, like moving
average filters with durations of 1− 3 [s]. Unfortunately, the filtering introduces
another pitfall for moving, hand–held probes: small radioactive ‘hot spots’ are
smeared out and thus can vanish amidst the background radiation.

The combination of beta–probes with tracking systems was introduced for
computer–assistance in cancer resection procedures for advanced visualization
and instrument guidance [3]. By scanning the resection borders with synchronous
recording of position, orientation and radio–active beta–probe measurements,
they reconstructed surfaces showing an activity distribution.

To the authors’ knowledge, there exists no work that compensates for the
statistical variance of the readings, which results in noisy and smeared surface
measurements. In this paper we introduce new concepts for a computer–assisted
intervention system by statistically correcting the readings of a tracked beta–
probe using maximum likelyhood estimators and spatial information rather than
filtering over time.

The statistical compensation is used to implement a computer–assisted guid-
ance of the acquisition process, which results in a less user dependent and more
robust procedure.

2 Materials and Methods

2.1 System setup

A hand–held beta–probe (Silicon Instruments GmbH, Berlin, Germany) was
combined with an infrared optical tracking system in order to acquire the posi-
tion and orientation of the probe synchronously with its readings (cf. figure 1).
The tracking system consists of four ARTtrack2 infrared tracking cameras (Ad-
vanced Realtime Tracking GmbH, Weilheim, Germany). The cameras are lo-
cated so that they are able to track a volume of 2 × 2 × 2 [m3] in which they
achieve a root mean square (rms) error of 0.4 [mm] for the target position
and 0.002 [rad] for the orientation according to the manufacturer’s specifica-
tion (maxima 1.4 [mm] and 0.007 [rad], respectively).

2.2 Probe calibration

The calibration of the beta–probe consists of two steps. In a first step, the rigid
transformation from the attached tracking target to the detector is determined.
A linear 5DOF tracking target is used that is aligned with the axis of the probe.
This is the distance between the tracking target and the detector along the axis
of the probe.

In a second step, the field of view of the probe is obtained by acquiring
the measurements of the beta–probe due to a single point source of radiation
located at different, well defined positions. For the source, a cellulose scaffold
of 2 × 2 [mm2] with one ‘hot spot’ of F 18–2–fluoro–2–deoxy–D–glucose (FDG,
1 [MBq/ml]) is placed on a 3–axes positioning table. The measurements of the
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Fig. 1. The system setup consists of (1) tracking cameras, (2) tracking computer, (3)
tracked beta–probe, (4) probe computer, and (5) radioactive phantom.

beta–probe at each distinct position with step size of 0.1 [mm] are averaged over
10 [s] to ensure a certain statistical reliability (fixed height of 1 [mm] over source).
The resulting uniformly spaced data–set (cf. figure 2(a)) is then analyzed to
determine the parameters of the field of view of the beta–probe (cf. figure 2(b)).

2.3 Statistical correction and confidence calculation

For the position–based statistical correction and confidence calculation a 2D
grid is interactively defined by the user on the region of interest. A surface
reconstruction with a tracked infrared laser pointer is performed before that (as
proposed in [4], mean quadratic error is 1.8 ± 0.4 [mm]) to enable projection of
the grid onto the phantom with correct height information.

The relative position and orientation of the tip of the probe to the grid is
used to calculate the contribution of each probe measurement to each distinct
grid pixel (cf. figure 3(a)). This is achieved by defining a virtual camera with
the same properties as the probe and then rendering the scene from the view of
the probe. We use the center of projection, the field of view, and the maximum
range of detection as the ‘far’ plane of a standard OpenGL camera within the
rendering pipeline. The reading acquired and the contribution of each grid cell
to the reading is then stored for further processing. The contribution to a certain
grid position is defined as the probability that the current reading was originated
solely because of the said grid position. An ad–hoc model of the acquisition
process is required, see [5] for more details.

In order to correct for the statistics all contributions and probe readings for
each grid position are given an optimal estimator. In case of a Poisson distri-
bution, which is a standard model for both the decay and detection process of

116 Alexander Hartl et al



(a) Intensity map of probe cali-
bration measurements of a single
F 18 point source at different posi-
tions (step size 0.1mm).

�

�

�

(b) Parameters to model the field of view of the
beta–probe: angle of aperture α, center of projec-
tion d, maximum range of detection R.

Fig. 2. Experiment and model for beta–probe calibration.

radioactivity with high decay rates, the maximum likelihood estimator is the
average of all readings. The confidence of the estimation at each grid point is
also calculated using the readings obtained so far in an algorithm based on Pear-
son’s χ2-goodness-of-fit test [5]. This value represents the probability that the
measurements are related to a Poisson process with their mean measurement as
expected value.

�

�

�����

����

(a) The readings of the probe
are assigned to the grid cells
that are within the field of
view.

(b) Exemplary grid structure pro-
jected onto a phantom surface.

Fig. 3. A discrete grid is defined and mapped to the surface. The measurements of the
probe at each distinct position contribute to several pixels within the grid.
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2.4 Computer–assisted acquisition

The availability of the confidence enables guidance of the scanning process. This
solves the current problem of not being able to guarantee that the control of the
resection borders was thorough enough and that no spot was not controlled for
sufficient time to have a statistically valid reading.

In this work the guidance of the surgeon during the acquisition of the data
was achieved by calculating the confidence at all grid points in real time and
visualizing its value in every grid cell by means of augmented reality (figure 4(b)).
The value was encoded with a color in the range from red to green, where green
indicates a high level of confidence and red a low level of confidence. These results
in an intuitive way to exhibit which areas require additional measurements.

(a) Guided beta–probe scan process. (b) Incomplete beta–probe scan.

Fig. 4. Visualization of confidence values during the scan (a) and at the end of a scan
procedure (b). Confidence values are overlaid onto an image of a video camera in real
time. Green indicates cells with a high confidence level, red indicates a low confidence
level and recommends an additional scan within these areas.

3 Experiments and results

For the experiments two flat cellulose phantoms with three ‘hot spots’ each
(100 [kBq/ml]) were used, one with a background radioactivity (10 [kBq/ml])
and the other without background radiation. The confidence grid was fixed to
the corners of the phantoms.

The ‘hot spots’ were colorized differently, enabling the ground truth to be
obtained by scanning the phantom with an office scanner and segmenting them
using a region-growing approach. The ground truth image was then registered to
the grid using a 2D point-based registration (reprojection mean error 0.03 [px]).

Furthermore, the image of the ground truth was dilated by a morphological
operator defined from the field of view of the probe. This was meant to simulate
the fact that the probe is not a point measurement and that the sensitivity is
almost constant in a radius of 3.11 [mm] (figure 2(a)).
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(a) Experiment. (b) Ground truth.

Fig. 5. (a) A cellulose phantom with three ‘hot spots’. (b) Segmented and dilated ‘hot
spots’.

For both phantoms seven sets of measurements were obtained by different test
persons. The visualization of the confidence was used in all cases. The number
of measurements was 1513± 107 for a duration of 215± 35 [s]. The pixel size of
the grid was set to be 2.5 [mm] for a 3 × 3 [cm2] area.

For each set reconstructions of the surface radioactivity were performed using
directly the raw data, a 1 [s] moving average time filter (equivalent to clinical
standard procedure) and the position–based statistical correction. All three re-
constructions were then compared with the ground truth.

In all reconstructions with and without background radiation the ‘hot spots’
could be clearly identified when statistical filtering was used (cf. figure 6). Fur-
thermore the images generated were very smooth and did not present the noise
patterns that were reported in the literature [3]. With the standard time filter-
ing approach an identification of the ‘hot spots’ in the reconstructed image was
difficult, in particular in presence of background activity.

For a quantitative comparison the normalized cross correlation (NCC) and
normalized mutual information (NMI) between the reconstructed surfaces and
the ground truth was computed. In all reconstructions the position–based sta-
tistical filtering was superior with both NCC and NMI.

4 Discussion

In this work the idea of using tracking and statistical models for the correction
of beta–probe readings was introduced. The concept of computer–guided scan-
ning was presented for the first time. The results show that such a computer–
assistance can reduce the risk of missing microscopic cancer residuals in proce-
dures like beta–probe control of resection borders. The use of this information for
the reconstruction of radioactivity surfaces was proved to be statistically more
robust.

There are, however, several considerations for this new approach. The first
point is the implicit assumption that the region to be scanned does neither move
nor deform during the scan. Movement and deformation of anatomy after the
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Without background

NCC NMI

statistical filter raw data time filter

mean 0.76 0.51 0.35
std 0.05 0.07 0.08
min 0.70 0.40 0.24
max 0.82 0.58 0.46

statistical filter raw data time filter

0.86 0.98 0.99
0.03 0.0 0.01
0.83 0.97 0.98
0.9 0.99 0.99

With background

NCC NMI

statistical filter raw data time filter

mean 0.53 0.38 0.28
std 0.08 0.08 0.04
min 0.44 0.29 0.23
max 0.65 0.47 0.35

statistical filter raw data time filter

0.83 0.97 0.99
0.09 0.01 0.00
0.68 0.96 0.98
0.97 0.99 0.99

Table 1. The normalized cross correlation (NCC) and normalized mutual information
(NMI) between the reconstructed images and the ground truth for the phantom without
background radiation.

a) b) c) d)

e) f) g) h)

Fig. 6. The images computed from the measurements on the phantom without back-
ground radiation (a-d) and with background radiation (e-h). From left to right: ground
truth, raw data, time filtering, and statistical filtering.

scan is unproblematic, as the generated images are snapshots of the current sit-
uation. Due to the short acquisition time acquiring a new scan is easily possible
and the information can be updated when needed. Our group is currently work-
ing on these issues, for example detection of deformation and movement that
could invalidate the generated images.
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Concerns of bringing further equipment to the operation room are nowadays
less relevant. In the case of tracking for example, tailored solutions for surgery
are commercially available. Simultaneously, costs of such surgical solutions have
been continuously decreasing. Furthermore there might be radiation safety issues
for the surgical personnel, but as shown by Piert et al. for FDG radio–guided
surgery the doses are negligible [6].

Regarding the tracer to be used, it was taken for granted that the tumor
residual has an uptake that allows its detection over the background. This is
indeed not always the case. In our institution we have thus developed criteria for
selecting proper patients, based on the analysis of pre–operative PET imaging.
Related to this, a current issue of research is the minimal amount of residual
cancer cells that can be detected with a beta–probe. Daghighian et al report
that the beta–probe used by them can detect tumor residuals down to 50 [mg]
[7]. Updating these limits are subject of research in our group.

As future work we see special potential in including global reconstruction of
the radioactivity distribution rather than only doing local statistical corrections
targeting higher quality surface images.

In summary, this paper introduces novel ideas for significantly improving the
robustness and the statistical quality of radioactive measurements, and thus im-
proving radio–guided resection border control. The proof–of–concept shows that
computer–assistance does not only incorporate advanced visualization and guid-
ance into intra–operative procedures, but also supports the process of reliable
and robust functional image acquisition.
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Abstract. The aim of the work described in this paper is registration
of a 4D preoperative motion model of the heart to the video view of the
patient through the intraoperative endoscope, in order to overlay the real
video sequence with it. As the heart motion is cyclical it can be modelled
using multiple reconstructions of cardiac gated coronary CT.
We propose the use of photoconsistency between the two views through
the da Vinci endoscope to align to the preoperative heart surface model
from CT. We propose averaging of the photoconsistency over the cardiac
cycle to improve the registration compared to a single view.
Results are presented for simulated renderings and for real video of a
beating heart phantom. We found much smoother behaviour of the test
function at the minimum when using multiple phases for the registration,
furthermore convergence was found to be better when more phases are
used.

1 Introduction

Totally endoscopic coronary artery bypass (TECAB) is a minimally invasive
robotic cardiac procedure performed on the beating heart. The view of the pa-
tient is provided by a stereo endoscope which gives the surgeon a 3D view of the
operative field.

There is a significant proportion of these operations that need to convert
to more conventional procedures. This may be due to misidentification of the
diseased vessel or difficulty in locating the vessel through fatty deposits on the
surface of the myocardium. For this reason there has been some interest in
introducing augmented reality (AR) image guidance to TECAB, overlaying these
vessels with some preoperative images. Mourgues et al. [6] and Adhami et al [1]
proposed such a system where the preoperative model to be overlaid over the
real image comes from bilateral x-rays.



In our case the preoperative model comes from coronary CT. This provides a
fully 4D model of the heart from which a motion model of both the myocardium
and coronary arteries must be extracted.

To overlay the endoscopic view the preoperative model has to be registered to
the endoscopic images. If many landmarks are visible, e.g. bifurcations or tubes,
we could use a shape-based registration such as that proposed by Jomier [5].
However in our case only parts of the heart surface are seen via the endoscopic
camera and there may not be corresponding vessels visible on the heart surface
and in the preoperative image.

Since we have a stereo video stream it is possible to use photo-consistency
[3] as a measure of registration to the preoperative surface. If we have temporal
synchronisation between the video and the motion model, the periodic motion
of the heart enables us to use all points of time in the cardiac cycle.

2 Materials & Methods

2.1 Heart Phantom

To allow for reproducible testing the motion model was derived from a 4D CT
scan of a pneumatic heart phantom made by The Chamberlain Group, Great
Barrington, MA, USA. This phantom allows three different heart frequency set-
tings. The heart rate of the phantom was determined using a video sequence
of the beating phantom and comparing the first image of this sequence to the
others using cross-correlation as a similarity measure. The frequency was found
as a peak in the Fourier transform of this function.

The phantom was scanned by a Philips Brilliance 64 ECG triggered CT,
and reconstructed at ten different phases of the cardiac cycle. The ECG signal
for the heart phantom was generated by a signal generator from Hameg, Main-
hausen, Germany. The surfaces of the ten phases were extracted using the VTK
implementation of Marching Cubes (Kitware Inc, NY, USA).

2.2 Video Images

The target of our work is the daVinci robot which is equipped with a stereo
endoscope with stereo video output via BNC and S-video. As a development
system two Sony DCR-TVR 30E digital video cameras were used. Video grabbing
was performed using an LFG4 4 channel frame grabber made by Active Silicon,
Uxbridge, UK. The video cameras were calibrated using a calibration toolbox
implemented in MatLAB by Jean-Yves Bouguet, [2].

2.3 Temporal Registration

Aligning the phases of the video sequence and the 4D CT is done by visual
judgment. There are several time points that can easily be found in both the
rendered CT surface and the video sequences and can be used for temporal
synchronisation. E.g. the end of the systolic phase, where the heart is in maximal
contraction. In practice this could also be achieved using the ECG signal
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2.4 Point Based Registration

In a first step a simple and robust point based registration of the surface to the
video images is done. Several points on the surface and in both video channels
are selected, and the optimal rigid body transformation T is found by minimis-
ing the distance of the projected surface points to the selected image points
iteratively. This registration software was developed using the OpenGL widget
of the C++ GUI framework Qt3/4 (Trolltech, Oslo, Norway). Multidimensional
minimisation was done using the Fletcher-Reeves conjugate gradient algorithm
implemented in the GNU scientific library.

2.5 Photo-consistency Registration

Point based registration was used as a starting value for photoconsistency, see
figure 1.

Fig. 1. Registration using photoconsistency. In the upper image the situation
after the point to point registration step is shown. The bottom image shows the
effect of application of photoconsistency registration.

The idea behind registration using photo-consistency is to judge whether
given projections of a surface are compatible with the lighting model. Assuming
a Lambertian lighting model [4] a surface point should have the same colour in
all of its projections. Figure 2 gives an example, where three points have similar
colour values in different images. The mean standard deviation is 2.3 in an 8 bit
colour space, but the standard deviation for the green component in the three
points of the second image is 26.2.

For the registration we have to find the transformation from the surface to
the common coordinate system of the camera calibrations. After applying this
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Fig. 2. With Lambert’s light model the colours in the centers of the circles 1,
2, and 3 should be the same in every image. The mean standard deviation of
colours values in these points is 2.3 in an 8 bit colour space. On the lower front
of the second and third image there is a considerable reflection which does not
comply with the Lambertian model and has a very different colour in the first
image.

transformation the surface object will be in a position where the projections
of the surface points are (photo-)consistent. This consistency can be evaluated
using the colour components of the projections of the surface points in different
video channels. If the colour diversity in the images is evaluated by their variance,
then the desired transformation T can be found by:

T = argmin
(

mean
x

(var
i

(PiTx))
)

(1)

Where Pi denotes the projection matrix for camera calibration i. The comparison
for the mean value is done over the surface points that are visible in both images.
Figure 3 shows the situation for three cameras. Photo-consistency as a similarity
measure for 2D-3D registration was introduced by Clarkson et al. [3].

2.6 Photo-consistency with an image sequence

To take advantage of the fact that there is a whole image sequence available for
registration, one can try to use the different phases together to get the registra-
tion. Assuming that all the deformation or movement of the object can be found
in the surfaces and is completely periodic, the transformation from the preop-
erative to the intraoperative coordinate system is always the same. In figure
4 the chain of transformations from the preoperative coordinate system to the
display is shown for three different phases. Both the transformation T and the
camera calibrations are unchanged in this idealised situation. This assumption
was also used for 3D-3D registration using the iterative closest point algorithm
as proposed by Wilson et al. [8].

3 Results

For camera calibration we used 12 images of a checkerboard pattern with 11× 9
squares for every channel. The baselines of the squares was 7.5mm. Typical cali-
bration errors with the endoscope were 0.51 and 0.45 pixels in x resp. y direction
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Fig. 3. The transformation T has to move the surface object in a way that the
projections of every point of the surface into the video images using the camera
calibrations Pi are photo-consistent.

for the separate channels before undistortion and stereo calibration. After undis-
tortion and stereo calibration the distortion coefficients were ten times smaller
and the errors in the same magnitude as before, in a concrete example 0.4, 0.33
pixels.

The heart rate could readily be determined using the method described in
2.1, both for endoscopic videos of the beating heart phantom and of a real
patient’s heart. The frequency measurements on the phantom could be verified
by simple counting, the heart rate measured on the patient was identical to the
ECG measured heart rate.

3.1 Renderings as Target Images

To evaluate the method without introducing errors by the camera calibration, the
temporal alignment or the quality of the video images we did a first registration
series from the surface model to renderings of the surfaces. The renderings were
made using camera calibration data from the robot’s stereo endoscope neglect-
ing the distortion. Unsurprisingly the graph of the photo-consistency surface
is smoother when more phases are used. To quantify this, the total variation
(normalised by the range) of the graph along the coordinate axes is derived:

T (f) := 1
max(f)−min(f)

∫

‖f ′‖ (2)
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Fig. 4. The transformation between the preoperativly generated surfaces and the
intraoperative position is the same for all phases, provided there is no camera
movement or respiration.

The corresponding normalised total variations for the function in figure 6 were
1.69, 1.43, and 1.4. The remaining variations can be found in table 5(a).

3.2 Video Cameras

Using the development system consisting of two Sony video cameras we did
measurements comparable to that were done with the renderings.

In this test series up to ten phases of the heart cycle were used. The results
for translation along the z-axis are shown in figure 6. In figure 6 the situation
at the minimum for translation along the x-axis of the world coordinate system
is shown when using one, five, or ten phases.

Furthermore we made a test series to compare the convergence, starting at a 5
different positions. The starting positions were found using a minimum point and
then changing this with random numbers. The random numbers were generated
using the built in function int random(). As they are equally distributed in
[0, RAND MAX] we did value√

6
·2 ·
(

random()

RAND MAX
− 0.5

)

with value=14 as a target distance.

The distances to the target point can be found in table 7(a).
Another test series with the same method but the absolute photoconsistency

function, a target value of 20 and changes just in the translation components
was done. The results can be found in table 7(b).
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# phases tx ty tz rx ry rz

1 1.69 2.12 1.57 2.42 2.08 2.22

2 1.66 2.06 1.72 2.33 1.77 2.17

3 1.43 1.96 1.51 1.84 1.9 2.06

4 1.42 1.95 1.65 1.86 1.73 1.91

5 1.4 1.96 1.55 1.97 1.9 2.1

6 1.48 1.93 1.59 1.76 1.82 1.79

(a) phantom renderings

# phases tx ty tz rx ry rz

1 1.98 2.21 2.06 2.07 3.7 2.47

3 1.74 2.05 1.82 1.64 2.9 2.1

5 1.73 1.88 1.82 1.61 2.6 1.96

10 1.64 1.76 1.73 1.48 2.07 1.88

(b) video images

Fig. 5. The normalised total variations for parameter and number of phases for
the image sequences.
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before 8.5 4.7 7.8 9.3 9.9

one phase 5.8 2.7 6.4 3.8 8.2

five phases 5.4 2.6 6.4 5.1 7.3

(a) Rotation and translation
were changed.

before 8.9 11.6 7.6 2.8 9.3

one phase 5.7 3.9 2.4 2.1 4.6

five phases 4.9 1.0 1.4 1.7 3.5

(b) Just the translation compo-
nents were changed for the start-
ing value.

Fig. 7. Distances to the minimum points for five sequences.

4 Discussion

From the figures in tables 5(a) and 5(b) we can conclude that the functions are
smoother in the meaning of the definition in formula (2). More interesting might
be the probable consequences for the convergence which are illustrated in tables
7(a), and 7(b) and show promising behaviour for deviations in the translation
component but unfortunately not much improvement if the rotation is included.
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An additional complexity in reality is also the heart motion due to breathing.
The corresponding movement of the heart can be approximated as rigid. We
could therefore hope to be able to separate these two motion components by
means of projective geometry.

The confocal light sources for the stereo endoscope of the da Vinci robot are
also a significant difficulty, as they are not compatible with our diffuse light model
and cause considerable noise. We could simply ignore the brightest parts of the
video images as suggested by Stoyanov et al. [7]. Another potential technique
would be to calibrate the position of these light sources and to incorporate
specular reflections into our lighting model.

Furthermore the endoscopic cameras have a very short baseline of around
5mm. This may make stereo-based registration methods somewhat unstable in
the z-direction. This could potentially be overcome using another method, such
as external tracking, to estimate the z distance to the surface of the myocardium.

We have presented the notion of using photoconsistency to register intraop-
erative stereo endoscopic video to a preoperative motion model of the heart sur-
face. Using multiple synchronised frames produces smoother minima in the cost
function. We will examine how well this translates into robust 3D registration
using both phantom and patient data. This provides a strategy for model-based
guidance of TECAB procedures.
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Abstract. This paper presents an acceleration method for tracking a
bronchoscope based on image registration. This method tracks a bron-
choscope by image registration between real bronchoscopic images and
virtual ones derived from CT images. However, since the computation
cost of image registration, especially generating virtual bronchoscopic
(VB) images, is quite expensive, it is difficult to track the bronchoscope
in real-time. To solve this problem, we try to accelerate the process of
image registration by utilizing GPU (Graphics Processing Unit) with
CUDA language. Specifically, we accelerate two parts: (1) VB image
generation by volume rendering, and (2) image similarity calculation be-
tween a real and a virtual bronchoscopic images. Additionally, to obtain
the maximum performance of GPU as much as possible, we minimize
(i) the amount of memory transfer between CPU and GPU, and (ii)
the number of GPU function calls from CPU. We applied the proposed
method to ten pairs of real bronchoscopic video and CT images. The
experimental results showed that the proposed method could track the
bronchoscope 16 times faster than the method using only the latest CPU.

1 Introduction

In recent years, a bronchoscope navigation system has been developed for as-
sisting a bronchoscopist to operate a bronchoscope safely and efficiently [1–3].
This system gives a bronchoscopist much useful information, such as display of
the current location of the bronchoscope’s tip, the path to a target location, and
anatomical structures beyond bronchi walls that cannot be observed through the
bronchoscope.

To realize this system, it is indispensable to track the motion of the broncho-
scope camera equipped on the tip of a bronchoscope in real-time. Several research
groups reported tracking methods that estimate the motion by the image regis-
tration between real bronchoscopic (RB) and virtual bronchoscopic (VB) images
[1–3]. Bricault et al. estimated the motion of an RB camera using structural in-
formation of bronchial branching patterns [1]. However, their method is not



applicable to locations where branching structures cannot be observed. Also, it
cannot estimate camera location for the cases where tumors exist inside airways.
Helferty et al. reported a registration method based on similarity measure using
normalized mutual information between RB and VB images [2]. Also, Mori et
al. proposed an image-registration based method that predicts the camera’s mo-
tion by the Kalman filter [3]. Prediction results are used for determining initial
locations of similarity maximization process to avoid falling into local minima.
In the bronchoscope tracking method based on image-registration between RB
and VB images, it is necessary to generate considerable number of VB images
and to compare them with an RB image for obtaining a good registration result.
However, since the computation cost for generating VB images is quite expen-
sive, their methods were far from real-time tracking, for example 8.7 seconds
for processing one frame in [3].Therefore, their methods cannot be applied to
the bronchoscope navigation in an actual operation. For real-time tracking, we
proposed an acceleration method for tracking the bronchoscope based on image
registration.

GPU (Graphical Processing Unit), especially GPGPU with special language
such as CUDA (NVIDIA Corp.), has great computational capabilities in floating
point operation and it has become more than ten times faster than those of
CPUs. Therefore, this paper uses computational power of GPU for accelerating
the image-registration algorithm.

As described above, image registration process requires to generate huge
number of VB images for comparing them with an RB image. There are two
methods for generating VB image: (a) surface rendering and (b) volume ren-
dering method. However, when the RB camera is close to the bronchial wall,
triangles forming the shape of the bronchus can be seen on VB images in the
surface rendering [4]. Due to the artifacts of such triangles that do not appear on
volume rendering images, tracking results become less-accurate. Therefore, this
paper uses volume rendering in bronchoscope tracking. Since the computation
cost for generating a VB image by volume rendering is quite expensive, this gen-
eration process is one of the biggest bottlenecks of image registration process.
An acceleration of VB image generation can greatly improve the computation
time of the image registration process. Therefore, the proposed method tries to
accelerate VB image generation process by using CUDA, and uses acceleration
technique proposed by Kruger et al.[5]. In the programming on CUDA, GPU is
considered a processor that processes a large number of threads simultaneously.
Each thread conducts the general-purpose computation by executing a single
program (a kernel) of CUDA. In CUDA, there is a memory area where multiple
threads can share data. Synchronization of threads on GPU is achieved with-
out any intervention from CPU. Therefore, the data exchange among threads
(= shader units) is much easier and cheaper to implement than that of com-
mon shader languages such as Cg or HLSL. However, CPU and GPU cannot
share memories each other on a conventional PC platform. Data transfer be-
tween two types of memories would become a bottleneck of image registration,
since memory transfer operations are quite slow than calculation operations on
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GPU. Also, there is a small overhead in calling GPU function from CPU. To
obtain the maximum performance of GPU as much as possible, we have to min-
imize (i) an amount of memory transfer between CPU and GPU, and (ii) the
number of GPU functions called from CPU. With satisfying these requirements,
the proposed method accelerates two parts of image registration: (1) VB image
generation by volume rendering, and (2) image similarity calculation between
an RB and a VB images by GPU. Since both parts are implemented on GPU,
we can directly compute image similarity between RB and VB without giving
any controls to CPU. Only a result of image similarity calculation is transferred
from GPU to CPU. This greatly saves an amount of memory transfer between
CPU and GPU.

2 Method

The GPU has been developed as Graphics Processor which execute graphics
process. In graphics process, a lot of data are computed in parallel. Therefore,
when GPU computes data weakly depending on each other with high parallelism,
we can obtain the maximum performance of GPU. On the other hand, the CPU
is good at sequential process which includes complex operations, such as branch
instructions. Therefore, when using CPU and GPU, we must consider about
CPU’s and GPU’s advantages. The image registration procedure presented in
[4] is simplified as: (1) initialization of view point and view direction, (2) VB
image generation, (3) image similarity computation, (4) convergence test and
iteration, (5) output of view point and view direction (Fig. 1). Powell method
is used for iterative minimization of the image similarity in Step (4) [6]. During
volume rendering procedure, each pixels of VB image is calculated independently.
Also, many summations during image similarity calculation can be accelerated
by parallel computation. Therefore, this paper accelerates the image registration
process by implementing the steps (2) and (3) on GPU. Since the steps (2) and
(3) are executed in cascade on GPU, we can avoid penalty of data transfer.

2.1 Fast VB image generation by GPU

Volume rendering is one of the techniques for visualizing volumetric images. In
prior to rendering, we need to define a transfer function of color and opacity
values. Color of each pixel on a screen is calculated by casting a ray from the
viewpoint. This ray casting process is performed by accumulating colors and
opacities at sample points on the ray.

Volume rendering requires calculations of intensity value and normal vector at
each sample point. Linear interpolation technique is usually used for calculating
both intensity values and normal vectors. Here, by using linear interpolation
technique, an intensity value f(x, y, z) at (x, y, z) can be calculated as

f(x, y, z) =
(

1 − (z − ⌊z⌋)
)

f(x, y, ⌊z⌋) + (z − ⌊z⌋) f(x, y, ⌊z⌋ + 1), (1)
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Fig. 1. Processing flow of the proposed method.

where ⌊a⌋ is a floor operation, and it returns maximum integer value less than
or equal to a. f(x, y, ⌊z⌋) and f(x, y, ⌊z⌋ + 1) can be calculated as

f(x, y, ⌊z⌋) = w1 f(⌊x⌋, ⌊y⌋, ⌊z⌋) + w2 f(⌊x⌋ + 1, ⌊y⌋, ⌊z⌋) (2)

+w3 f(⌊x⌋, ⌊y⌋ + 1, ⌊z⌋) + w4 f(⌊x⌋ + 1, ⌊y⌋ + 1, ⌊z⌋),

f(x, y, ⌊z⌋ + 1) = w1 f(⌊x⌋, ⌊y⌋, ⌊z⌋ + 1) + w2 f(⌊x⌋ + 1, ⌊y⌋, ⌊z⌋ + 1) (3)

+w3 f(⌊x⌋, ⌊y⌋ + 1, ⌊z⌋ + 1) + w4 f(⌊x⌋ + 1, ⌊y⌋ + 1, ⌊z⌋ + 1),

w1 = (1 − (y − ⌊y⌋))(1 − (x − ⌊x⌋)),

w2 = (1 − (y − ⌊y⌋))(x − ⌊x⌋),

w3 = (y − ⌊y⌋)(1 − (x − ⌊x⌋)),

w4 = (y − ⌊y⌋)(x − ⌊x⌋).

As shown in Eqs.(1), (2) and (3), f(x, y, z) is calculated by referring intensity
values of surrounding eight voxels. Also, a normal vector of each sampling point
is calculated by referring intensity values of surrounding 32 voxels. Although
the cost for each linear interpolation is quite small, numerous number of inter-
polation is required for generating VB images. Therefore, acceleration of linear
interpolation will improve the performance of VB image generation. The pro-
posed method tries to accelerate this by linear interpolation hardware of GPU.

To use this linear interpolation hardware that can be accessible from the
CUDA language, the proposed method maps a 3D image coordinate (x, y, ⌊z⌋)
onto a 2D texture coordinate (x′, y′) as

(x′, y′) = φ (x, y, ⌊z⌋)

=

(

x + W
(

⌊z⌋ mod N
)

, y + H⌊
⌊z⌋

N
⌋

)

, (4)

where N is the number of CT slices placed along the x-axis of 2D texture coor-
dinate system, and W and H are the width and the height of each slice. Figure
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Fig. 2. Relationships between coordinate systems of 3D image and 2D texture.

2 illustrates this mapping function φ. As shown in Fig. 2, the proposed method
places each slice of the 3D CT image as a 2D matrix. By using this function,
we can obtain intensity values directly at arbitrary positions inside the 2D tex-
ture coordinate system by GPU hardware. An intensity value f(x, y, ⌊z⌋) can be
obtained as

f (x, y, ⌊z⌋) = F
(

φ (x, y, ⌊z⌋)
)

, (5)

where F (φ (x, y, ⌊z⌋)) is an intensity value at a 2D texture coordinate φ (x, y, ⌊z⌋).
From Eqs.(4) and (5), Eq.(1) can be rewritten as

f(x, y, z) =
(

1−(z − ⌊z⌋)
)

·F
(

φ (x, y, ⌊z⌋)
)

+(z − ⌊z⌋)·F
(

φ (x, y, ⌊z⌋ + 1)
)

. (6)

Since F
(

φ (x, y, ⌊z⌋)
)

and F
(

φ (x, y, ⌊z⌋ + 1)
)

are directly obtained by GPU
hardware, calculation of f(x, y, z) is simplified to 1D linear interpolation. There-
fore, f(x, y, z) can be calculated by referring only two intensity values at the 2D
texture. A normal vector of each sampling point can be calculated by same way.

2.2 Fast image similarity calculation by GPU

The proposed method uses mean-squared error as image similarity measure.
Here, image similarity between an RB and a VB image is calculated as

MSE (B,V) =
∑

i

((

Bi − B
)

−
(

Vi − V
))2

, (7)

where B and V are an RB and a VB image. Bi and Vi are pixel values at i-th
pixel, and B and V are mean pixel value of B and V, respectively [4]. When
we calculate this similarity, it requires two consecutive steps: (a) calculation of
B and V, and (b) calculation of Eq.(7). That is, two calls of GPU function are
required for calculating Eq.(7). To reduce the overhead of GPU function calls
from CPU, we rewrite Eq.(7) as

MSE (B,V) =
∑

i

(

Bi − Vi

)2

− |B|
(

B
2

+ V
2
− 2BV

)

, (8)

where |B| is the number of pixels inside B. All terms in Eq.(8) can be calculated
independently by GPU, and an image similarity is obtained by summing all
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results on CPU. Eq.(8) requires only one GPU function call for calculating image
similarity, and we can save an overhead of one GPU function call than Eq.(7).
Eq.(8) is computed by the following steps.

[Image similarity calculation]

[Step 1] Thread i on GPU calculates

ai =
(

Bi − Vi

)2

, bi = Bi, ci = Vi.

[Step 2] Reduction algorithm [7] is used on GPU for summing ai, bi, ci as

α =
∑

i

ai, β =
∑

i

bi, γ =
∑

i

ci.

[Step 3] α, β and γ are transferred to CPU.

[Step 4] Image similarity of Eq.(8) is computed on CPU as

MSE (B,V) = α − |B|

(

(

β

|B|

)2

+

(

γ

|B|

)2

− 2
β

|B|

γ

|B|

)

.

3 Results and Discussion

We applied the proposed method to ten pairs of RB videos and CT images of the
same patient. The specifications of CT images were: 512 × 512 pixelsC72 ∼ 361
slicesC2.0 ∼ 5.0 mm slice thicknessCand 1.0 ∼ 2.0 mm reconstruction pitchD
RB videos were recorded onto digital video tapes and captured at 30 frames
per second. All registration tasks were performed as off-line jobs. We used a
Dell Precision workstation (Intel Quad Core Xeon 2.80 GHz×2CGeForce 8800
GTXC3.0 GB RAM, Windows XP), and implemented the proposed algorithm
as GPU codes by using CUDA.

To evaluate the computation efficiency of the proposed method, we measured
the average computation time for generating VB images by changing image size
and observation parameters, such as camera position and orientation. Figure
4 shows the computation time for generating VB images on CPU and GPU.
Also, we measured the computation time of the image registration process of
the previous and the proposed methods. The results of both methods are shown
in Table 1. Figure 3 shows the tracking results obtained by the previous and the
proposed methods.

Figure 4 shows that the bigger image size is, the more remarkable the differ-
ence between computation time for VB image generation on CPU and GPU is.
Also, VB image (128 × 128) generation on GPU was performed 22 times faster
than on CPU. From this result, it is easily confirmed that GPU enabled us to
generate VB images quite faster than CPU. As shown in Table 1 and Fig. 3,
although the computational speed of the proposed method was quite faster than
that of the previous method, we obtained almost the same tracking results from
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Fig. 3. Tracking results. (A) RB image, (B) results by the previous method, and (C)
results by the proposed method.

the CPU-base and the GPU-base methods. However, there are small differences
among the number of success frames tracked continuously in these methods.
Since the accuracy of the linear interpolation hardware of GPU is not as accu-
rate as CPU does (effective digits), VB images generated by GPU were slightly
different from those of CPU. This caused different results despite of doing same
procedures.

From Table 1, the average computation time was 0.068 sec. in the proposed
method, while 1.085 sec. in the previous method. This means that the proposed
method is 16 times faster than the previous method. From these results, we can
confirm that GPU is quite helpful for accelerating bronchoscope tracking based
on image registration. However, the proposed method may be more accelerated
by modifying the process of the image registration for GPU. For example, by
changing optimization problem to parallel algorithm, such as [8], we may accel-
erate the process on GPU.

In general, the tracking speed should be faster than video rate (30 frames/sec.)
for real-time guidance. However, the proposed method could only track the bron-
choscope at 15 frames per second. We compare the tracking performances of two
methods: (a) execution of image registration for every frame and (b) for every

136 Takamasa Sugiura et al



0

20

40

60

80

100

120

140

160

180

200

22 42 82 162 322 642 1282 2562 5122

Number of pixels

C
o
m

p
u
ta

ti
o
n
 t

im
e

[ms]

CPU 

GPU 

Fig. 4. The computation time for generating VB images when image size changes.

two frames. The results showed that the method (b) could track frames is 5724
successive frames in total. Although the tracking performance decreased to 89 %
of the method (a), this results demonstrate the possibility of the method (b) for
real-time tracking. On the other hand, since this paper uses single initial guess
for image registration, tracking performance of the proposed method was poor
than that of [3]. To improve tracking performance, we should try to implement
powerful image similarity on GPU. This is also our future work.

4 Conclusions

This paper presented a method for accelerating bronchoscope tracking based on
image registration by GPU. To accelerate the process of bronchoscope tracking,
we implemented the bottleneck procedures of image registration on GPU, such as
generation of VB images by volume rendering and image similarity calculation.
In the proposed method, volume rendering can be accelerated efficiently by fast
linear interpolation of GPU hardware, and the process of bronchoscope track-
ing is also accelerated by the reduction of the traffic between CPU and GPU.
The experimental results showed that the computational speed of the proposed
method was 15 frames per second on average.

Future work includes: (a) investigation of task assignment between CPU and
GPU, (b) accuracy improvement of the image registration process.
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Abstract. Building subject-specific 3D models for pelvic organs from
preoperative imaging is a vital step in achieving augmented reality guid-
ance for robotic prostatectomy. This paper presents a semi-automatic
method for calculating deformations from atlas models to subject specific
models for pelvis, lower spine, coccyx, rectum and prostate. The method
consists of three stages and requires no more than 5 minutes human in-
tervention in identifying 31 landmarks located in the lower abdominal
region. The first step is to perform point-based affine and non-rigid reg-
istration to produce an initial deformation for the whole pelvic region.
The second step refine this deformation with two levels of intensity-based
non-rigid registration, the result of which is then used as the input to
third stage where organ-specific deformations are produced by non-rigid
registrations applied to the region of interest. We applied this method
to build subject-specific models for 18 patients. When compared with
manual segmentation produced by expert clinicians, the result showed
around 20% improvement over the baseline method, which uses only
intensity-based affine and non-rigid registration, and more than more
than 90% on some case where the baseline method failed. We believe
this is a significant step towards clinically usable segmentation of lower
abdominal organs for augmented reality guided robotic prostatectomy.

1 Introduction

Prostate cancer is an increasing problem in an aging society. Amongst the possi-
ble treatments, minimally invasive robotic radical prostatectomy is rapidly gain-
ing acceptance [1]. There are, however, significant rates of incontinence, impo-
tence or incomplete resection [2]. It is crucial that the surgeon accuratley tar-
gets the prostate, particularly near the prostatic apex, and that the surrounding
neuro-vascular bundle is well preserved.

These difficulties can be eased using intraoperative image guidance. It is sug-
gested that augmented reality (AR) provides better guidance though improved
visualisation [3]. AR technology overlays the 3D models of important structures
onto surgeon’s field of view. The fact that Da Vinci system uses a real-time stereo
video captured by endoscope as surgeon’s view makes it a natural platform for
implementing AR guidance.

One major step towards AR surgical guidance is to build patient-specific
3D models of the important organs located in the operational region. These



models are normally built by segmentation of preoperative images such as MRI
and CT. Segmentation is a huge research field. One option is the use of an
atlas. A template segmentation can be registered to an individual, which has
been applied to segmentation of brain [4] and lung tissues[5]. Segmentation of
kidneys has been proposed using a a gradient-fitting deformable atlas [6], and
also segmentation of other abdominal organs such as liver, kidneys, and spinal
cord using a thing-plate spine based probabilistic atlas [7].

Research in segmentation of the prostate and surrounding pelvic organs is
driven mainly by demand in radiotherapy. Intensity-based methods are pro-
posed for MRI [8, 9]. A statistical atlas has also been proposed. Shen et. al. built
a statistical shape model from ultrasound images [10]. Arambula proposed an
active shape model that is optimised by a genetic algorithm [11]. Pasquier et.
al. compared a seed growing method to an adaptive atlas based on morpholog-
ical filtering for the prostate and other abdominal organs on MRI. They found
atlas-based segmentation to be more robust but it requires minor interactive
corrections, while region-growing only works fine for the bladder and rectum, for
which MRI shows good soft-tissue contrast [12]. Their model is further extended
to a probabilistic atlas which deforms only along a certain principle modes in
the training set [13].

To calculate the deformation that warps an atlas to a specific image, one
can use a direct search along the degrees of freedom(DOI) of the atlas. This
method allows unrealistic deformation to be introduced due to unwanted local
maxima. A possible enhancement is to train a statistical atlas which only deforms
within a feasible shape space. However, this enhancement requires a significant
training set. Otherwise restricted deformation may result in failed segmentation
for uncommon shapes in the presence of pathology.

In this paper we present a semi-automatic segmentation-by-registration scheme
for building models of pelvic organs including lower spine, coccyx, rectum includ-
ing rectal-sigmoid junction, and prostate. The original atlas is built on visible
human (VH) [14], and the targeted images are preoperative MR scans of 18
patients. Despite varying resolution, different MR sequences and pathological
shape variation, our method still manged to produce feasible segmentation after
minor manual corrections.

2 Method

Segmentation by registration has been proposed for the lung [5]. Since this
method does not restrict atlas deformation, it can be used for segmenting patho-
logical images. A hierarchy of affine and non-rigid registration proposed by
Rueckert et. al. [15] is used to calculate the transformation that warps the atlas
3D model to fit the subject’s anatomy.

The non-rigid transformation is described by a regular grid of 3D control
points. The B-spline interpolates the displacements inbetween the control points.
The displacement of a control point only affects its local neighbourhood. Hence
a single b-spline transformation can represent both local and global deformation.
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Fig. 1. Flow chart of the registration process

Also, since the atlas remains the same, the control points of transformation for
different individuals naturally correspond. Such correspondence is a requirement
for statistical shape analysis.

In order to produce an accurate transformation, the hierarchical registration
consists of three stages - landmark based registration, intensity-based coarse
registration and a series of registrations performed for each organ (see Fig. 1).
Note that the direction of registration is in fact from subject to atlas because
the resulting transformation calculates the corresponding points in the source
image space for a target image voxel.

2.1 Stage I: Landmark-based Registration

Corresponding landmarks are manually selected in the atlas and the subject im-
ages. This provides an initial registration. A total of 31 landmarks are used: 18
on the pelvis, 2 on either end of the rectum and 11 on the prostate. The selec-
tion of the landmarks on the pelvis and rectum avoids common misregistrations
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resulting from the intensity based approach. The selection of the landmarks on
prostate is to cope with some extremely pathological shape variation.

Affine registration is performed on the landmarks to aligned the position and
orientation. This is followed by a non-rigid registration using 20mm grid size of
which the output transformation is applied to the subject image to produce a
starting point for the next stage. We will describe the reason for choosing this
grid size in the following section.

2.2 Stage II: Intensity-Based Hierarchical Non-Rigid Registration

The second stage is to perform a series of non-rigid registrations between the
atlas and subject’s MR scans. T2-weighted MRI is used because it is one of the
most commonly used diagnostic images and has better soft tissue contrast than
CT or T1-weighted MRI and because the central glad and peripheral zone are
distinguishable [16]. This makes it possible to produce a detailed segmentation
of the prostate.

The registration uses a B-spline as the non-rigid transformation and nor-
malised mutual information (NMI) as the similarity measure. NMI is selected
since it is proven to be the most effective similarity measures for registration of
between images with different modalities [17, 18].

After applying the resulting transformation of stage I onto the subject’s im-
age, an intensity-based non-rigid registration is performed.

Since displacing the control points would only affect their neighbourhoods
and the smoothness of the local deformation is affected by control point spac-
ing, larger spacing leads to a smoother and more global deformation while a
relatively smaller spacing leads to a more localised but less smooth deforma-
tion. The nature of the gradient descent optimisation approach with NMI gives
rise to slow convergence properties and increased sensitivity to local minima.
These unattractive features are especially evident when trying to align large and
complex images. One standard enhancement is a hierarchical approach.

The basic idea is to start with a coarse initial grid size and sub-sampled
image, and refine the transformation iteratively with increasing image resolution
and decreasing grid size. In our experiments we increase image resolution and
reduce the grid size both by a factor of two at each iteration. A large grid size
is required to avoid a highly localised deformation. However, when grid size is
too large, there will be more than one landmark in one grid cell and the b-spline
function fails to interpolate their displacement. It was found that when grid size
is too large, the result of stage I may not be sufficiently accurate.

Taking into account the trade-off between avoiding a very localised defor-
mation and providing interpolation of the dense landmarks on the prostate, the
settings in table 1 are used:

2.3 Stage III: Registration on the Region of Interest

A mask of the atlas is created for each organ by dilating the binary segmentation.
This provides a greyscale image that includes the organ and some surrounding
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Coarse Level Refined Level

Stage I 20mm grid size with 5mm voxel size N/A

Stage II 20mm grid size with 5mm voxel size 10mm grid size with 2.5mm voxel size

Stage III 10mm grid size with 2.5mm voxel size 5mm grid size with 1.25mm voxel size
Table 1. Grid size with corresponding voxel size

tissue. Separate images are created for the pelvis (including partial spine and
coccyx), the rectum, and the prostate. This reduces the unwanted influence of
tissues more distant from the target organs. This also speeds up the registration
process, allowing smaller grid size and voxel dimension to be used.

In the last stage, we apply the resulting transformation from stage II to the
subject’s image and register it onto each masked atlas respectively to get the
transformation for each organ. Applying these transformations to the 3D model
built from atlas segmentation we get the subject specific model.

3 Experiment and Results

3.1 Atlas Construction and Subject Image Preprocessing

A B C

Fig. 2. Visible Human images: Cryo-section (A), T-1 MRI (B) and a combined MRI
of a subject(C).

We used the Visible Human (VH) cryo-sectional image for manual segmen-
tation because it provides good visualisations of the pelvic soft tissues (see fig-
ure 2). The pelvis is segmented and registration performd using the VH T1 MRI
because of poor soft-tissue contrast in CT and poor image quality for T2 MRI.

We acquired lower abdomen MRI scans for 18 patients. There are multiple
scans per subject, generally 5mm axial and sagittal slices with high in-plane
resolution (0.8mm×0.8mm) together with a few focused T2 scans of the prostate
providing higher resolution. In order to take advantage of all these images, we
resample to the highest resolution and calculate a weighted average image that
is used for registration. An example is shown in figure 2 C.

The segmentation procedure described in section 2 is used to propagate the
manual segmentation to all the subjects. Since the modality of VH MRI and the
patients’ MRIs are very different, we chose the patient with be best registration
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Fig. 3. An example of the segmented subject model.

A B

Fig. 4. Segmentation of prostates (marked with bright rings) using direct intensity-
based registration (A) and using landmark(B) before intensity-based registration. The
true prostate positions are marked by dark rings

result to use as the atlas and propagate this segmentation result to its peers.
Results are shown below in section 3.2.

3.2 Segmentation by Registration

Figure 3 shows an example of patient specific model. We compared the result
of our method with a baseline method using the direct intensity-based affine
registration followed by two levels of non-rigid registration.

Figure 4 shows results with and without landmark guidance are compared,
and figure 5, shows results with and without a masked atlas are compared.
Dramatic improvement in accuracy are found in both.

Quantitative evaluation is done by comparing the results to manual seg-
mentation produced for 4 subjects by clinicians. Using normalised partition dis-
tance [19] as measure, our method showed around 35% improvement over the
baseline, and significant improvement (more than 90%) on some case where sim-
ple intensity-based registration failed(see table 2).
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A B

Fig. 5. Segmentation of prostates (marked with bright rings) without using masked
atlas (A) and using masked atlas(B).

Patient 003 Patient 005 Patient 007 Patient 008

Baseline 9.0% 49.1% 3% 2.2%

Stage I 10.4% 10.2% 6.4% 3.5%
Stage II 7.3% 7.4% 5.9% 2.5%
Stage III 4.9% 4.2% 4.5% 1.8%

Table 2. Example partition distances (in voxels) between the manual gold standard
and the semi-automatic segmentation after each registration step.

4 Discussion

We proposed a useful hierarchical segmentation-by-registration scheme for pelvic
organs. Compared to manual segmentation, improvement is found at each stage.
Possible further developments include automatic landmark identification and
construction of a statistical shape or deformation model to restrict the degrees
of freedom of the transformation.
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