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ABSTRACT

Augmented reality needs tracking technologies to render virtual ob-
jects into the field of view of the user. The success of ARToolkit
demonstrates the advantages of optical tracking systems. Recently,
much research has been carried out on markerless optical tracking.
As an alternative to markers and due to the potential applications
in industry, markerless tracking has got much attention and accep-
tance. In this paper we would like to survey the current state of
the art of markerless tracking, analyze the challenges, present our
current work, and discuss related issues.

Keywords: markerless tracking, augmented reality, invariant fea-
ture detection, matching, pose estimation

1 INTRODUCTION

Augmented Reality (AR) requires accurate registration and visu-
alization of virtual objects relative to the real world. Among dif-
ferent software and hardware technologies, computer vision based
approach is regarded as one of the most promising solutions to the
registration problem. Using e.g. a camera attached to a head–worn
display, the viewpoint of an AR user can be registered based on the
changes in the video stream captured by the camera.

Based on simple image segmentation, marker–based tracking
system can perform fast detection and identification of the mark-
ers. But in some critical AR applications (e.g. service maintenance
in automotive industry), it is impossible to use markers. Further-
more, marker–based tracking is very sensitive to occlusions. Track-
ing stops immediately even if only a tiny portion of a marker is
occluded.

An alternative to markers is to use features which exist naturally
in the tracking environment. Such features can be edges, corners
and/or textures. One approach to markerless tracking is based on
temporal registration and prediction of the features [1] [7]. While
real–time performance can be achieved, manual initialization of the
tracker has to be performed before tracking commences. In [1], two
images of the scene are captured beforehand and the initial 3D po-
sitions of the camera have to be determined manually. In [7], the
camera must be kept stable in the beginning so that manual initial-
ization can be carried out. Besides the problem of initialization,
further concerns are the drift and the reinitialization problem.

The model–based approach [4] [8] has also been applied for
markerless tracking. Usually a 3D model is required so that 2D
features extracted from the video frame can be matched to those be-
longing to the 3D model. In principle, the building of a 3D model
is difficult and time–consuming, particularly for large–scale envi-
ronment.

Sensor fusion based approaches [3] [5] have also been applied
for markerless tracking, where other sensors are used to compensate
optical tracking. Due to the introduction of additional devices into
the tracking system, the alignment of the device coordinate system
with that of the camera must be handled carefully.

2 CHALLENGES

Considering the factors of speed, accuracy and flexibility, the per-
formance of the current markerless tracking approaches is still be-
yond what real–world AR applications demand. The stringent re-
quirements have made the development of markerless trackers a
challenging task. The user who wears the head mounted cam-
era should be allowed to move freely, which makes the motion of
the camera unpredictable. The tracking environment changes con-
stantly and dynamically. Despite environmental changes and user
invention, the 3D camera pose must be estimated, both robustly and
accurately.

Accordingly, the solution to markerless tracking should satisfy a
number of criteria. Among other things, it should

1. need few or at least easy offline preparation
2. capable of automatic initialization/reinitialization
3. be able to detect natural features reliably
4. have a reasonable computation cost
5. be able to provide accurate augmentation in real time
6. work in large–scale and unconstraint environment
7. be flexible and adaptive to the application needs

With these considerations, we present in what follows our solu-
tion to the markerless tracking problem.

3 MARKERLESS TRACKING BY DETECTION

In common with the well–known ARToolkit, we use the approach
of tracking by detection. Only the current camera frame is used
for pose estimation. Moreover, we don’t require a 3D model of the
environment. Inspired by [2], we developed a new local invariant
feature detector, which can facilitate robust matching and accurate
pose estimation.

Only limited offline preparation is required. A single image of
the environment is captured as reference. From the reference image
we select a plane by identifying its four corner points. According
to application needs, the plane can be chosen from anywhere in the
scene. Shown in Figure 1 on the left is the reference image. The
rectangle whose edges and corners are drawn in blue illustrates the
plane we selected.
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We use the plane for both registration and augmentation pur-
poses. Based on the plane, a reference coordinate system can be
defined. For example, the origin can be put at the center of the
rectangle, with x axis pointing to the right and y axis pointing up.
Having such a reference coordinate system, the camera pose can be
estimated relative to it. As a consequence, our approach does not
require 3D engineering of the tracking environment.

During the online tracking stage, local invariant features are ex-
tracted from the current image and matched against those features
extracted from the reference image. Matching of two feature points
is based on an Euclidean distance measure. Candidates of matched
pairs are selected based on a global threshold. The matches are fur-
ther verified by fitting an affine transform to those matched points.
Those matches that do not agree with the transform are regarded as
outliers and discarded. From the remaining inliners, a final trans-
form matrix between the current and the reference image is calcu-
lated.

Having obtained the transform matrix, we can easily locate the
reference rectangle in the current frame. Now the problem be-
comes finding the 3D camera pose with four coplanar points whose
configuration is known. A homography–based method can be ap-
plied to find the rotation and translation of the camera. Since pose
estimation based on a single projective image may suffer from the
problem of pose ambiguity, the initial calculated pose (particularly
the rotation part) can be incorrect. In order to refine the pose pa-
rameters, a more robust pose estimation method [6] is applied.

A camera image has quite a lot of noise. Due to this reason,
small jitter may be observed in the estimated camera poses if the
camera remains still. A simple method has been used to get rid of
the jitter. We compute a difference image between the current and
the last camera frame. Based on the difference image, we can detect
whether the scene has changed or not. We calculate a new camera
pose only when camera motion has occurred.

We have tested the approach in several experiments with differ-
ent scenarios. One of the experiment was carried out before a large
operation panel. For each camera image, the camera pose is calcu-
lated in real–time (20–25 frames/s on a conventional laptop). The
pose matrix can be applied for annotation and augmentation pur-
poses. Shown in Figure 1 on the right is one tracked frame with
augmentation. We render into the tracked scene as augmentation
the reference coordinate system. The two axes are visualized with
text annotations in different colors. The visually correct augmenta-
tion indicates that the camera pose has been calculated precisely.
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Some further examples of augmented frames are shown in Fig-
ure 2. As can been seen, the augmentation remains correct despite
large viewpoint changes and occlusions.

The operation panel used for our experiment is located in a cor-
ridor. A glass wall which can not be seen in the pictures stands
behind the camera. Due to this reason, the illumination changes
constantly. Thanks to the invariant ability of our feature detector,
robust tracking and accurate augmentation have been achieved.

4 DISCUSSIONS

A solution to markerless pose tracking has been presented in sec-
tion 3. It satisfies most of the criteria listed in section 2 (definitely
1 to 5, partially 6 & 7). Tracking is based on the detection of salient
feature points. We achieve robust matching, accurate pose estima-
tion and real–time augmentation under environmental changes as
well as unconstraint motion of the camera.

Since the approach does not need a 3D model, offline prepara-
tion is minimal. By using a tracking by detection approach and due
to the robust wide–baseline matching algorithm, the system is capa-
ble of automatic initialization (actually the system reinitialize itself
automatically all the time). With a high frame–rate, the tracking
algorithm can be ported to run on mobile devices as well.

The approach could be extended to cope with large–scale en-
vironments by building a database of reference frames distributed
evenly in the environment. With such an improvement, markerless
tracking in unconstraint environment, e.g. an extended industrial
plant, is possible.

We would like to integrate our solution to the markerless track-
ing problem into actual industrial applications. With the knowledge
of the real industrial settings and specific application requirements,
tracking algorithms can be improved and made adaptable to indus-
trial needs. The improvement of tracking performance could then
lead to widespread use of AR technology in industry.
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