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Abstract 1 Introduction

Methods for optical motion capture often require tim®igitizing human motion has become a very important
consuming manual processing before the data cantdsk in many VR-based applications. Besides tracking
used for subsequent tasks such as retargeting or cbigle limbs, e.g. for head tracking, one is especially
acter animation. These processing steps restrict ith@rested in capturing full body setups. This is not
applicability of motion capturing especially for dyonly needed for the visualization of an actor’s interac-
namic VR-environments with real time requirementson with a scene, but also enables the generation of
To solve these problems, we present two additionadalistic movements for virtual characters with differ-
fast and automatic processing stages based on our emi-properties, such as different limb lengths or mus-
tion capture pipeline presented iIH$KOE. A nor- cle force (etargeting. Motion data can furthermore
malization step aligns the recorded coordinate systelpesused to identify and resolve faulty poses by inves-
with the skeleton structure to yield a common and inttigation of previously generated motion statistics. For
itive data basis across different recording sessionsm®tion analysis, the data can be analyzed to deduce
second step computes a parameterization based omaunal and pathological movement patterns, for ex-
tomatically extracted main movement axes to generataple. The latter is often done in medicine and sport
a compact motion description. Our method does rggience, and requires accurately captured movements
restrict the placement of marker bodies nor the recoaf-the patients.

ing setup, and only requires a short calibration phase.A common technique to acquire basic motion data
in these applications is to use optical motion tracking
systems/Adyv, Vic] to reconstruct the 3D trajectories
of special markers. With the markers attached to key
positions of the actor’s body, the resulting data can
be used by special capturing applications to map the
Digital Peer Publishing Licence movements of the actor onto a virtual model.

Any party may pass on this Work by electroni¢  Many such applications exist, but most of them ei-
means and make it available for download undether assume a certain recording setup and/or demand
the terms and conditions of the current version high time requirements for the session preparations,
of the Digital Peer Publishing Licence (DPPL). i.e.for mounting a set of special markers at pre-defined
The text of the licence may be accessed and | positions on each limb. These factors seriously com-
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retrieved via Internet at plicate the recording process and limit the usability of
http://www.dipp.nrw.de/ . such approaches in motion capture related application
First presented at the 2nd GI-Workshop “Virtuelle areas, especially in highly dynamic VR environments
und Erweiterte Realit” 2005 (FG VR/AR), with possibly many different subjects. Here, an auto-
extended and revised for JVRB matic and ad hoc configurable method would be very

urn:nbn:de:0009-6-5481, ISSN 1860-2037


http://www.rwth-graphics.de�
http://www.dipp.nrw.de/�

Journal of Virtual Reality and Broadcasting, Volume 3(2006), no. 3

desirable. planes of the body (see, for examp/BHA03). These

In previous work, we presented a flexible motioplanes are based on the skeleton structure, which is
tracking pipeline [HSKOg, which allows the com- independent of the recording setup. Our approach ex-
putation of coordinate systems for arbitrarily placaends this work by relating the anatomical planes to the
marker bodies and the extraction of the actor’s skelegj@iht distribution of the body.
topology and geometry in a highly automated fashion.For the parameterization of motion data, a common
However, the resulting coordinate systems dependapproach is to parameterize a pose by specifying the
the recording setup and are not aligned to the skelefmsition of each limb w.r.t. the joint to which it is at-
structure. Due to this fact, applications utilizing theached.
coordinate systems, such as retargeting, involve extra widely accepted parameterization technique are
pre-processing. Itis also hard to reproduce or comp&wer angles, and, very similar to that approach, the
experiments since they have no common data basisJ@S-method, which essentially differs in choosing the
further restriction of the method is that no motion pa&orresponding coordinate system axes aligned to the
rameterization is computed, which complicates postcident limbs[GS83. Both representations lack min-
processing and retargeting of the data. imality since they use three angles even for joints hav-

The main contribution of this paper is to solveng fewer degrees of freedom. Furthermore, these ap-
the above problems by extending our previous wopkoaches are quite unintuitive in their use and suffer
[HSKOE with two additional processing stages. Thigom thegimbal locksingularity.
first stage normalizes the motion data to a recording{Kea0% use an approach in which the axes are de-
independent and common data basis, while the secfindd based on the body planes, and angles are mea-
stage computes a minimal and intuitive parameterizared between the current and the default position of
tion of the motion sequence. The only additional réhe attached limbNP0O3. This approach is based on
quirement is a short calibration phase in which the abe moving abilities of the body, and leads to a mini-
tor moves his limbs along main movement axes.  mal set of parameters per limb. However, the anatom-
ical axes do not always coincide with the actual move-
ment axesBak03 WHV " 05].

Our work addresses the above mentioned problems

. . . . namically extracting the movement ax r-
In the context of motion tracking and simulation, creb-y dynamically extracting the movement axes co

. . . responding to the degrees of freedom described in
ating a common, normalized basis for character r

L . i%'eaOEj from a calibration phase performed during the
resentation is normally addressed by pre-specified tecording session and a subsequent automatic parame-
standardized model#Hum, /Cerj or strict guidelines g d P

for the motion recording setup. terization phase.
In biomedical applications, such as gait analysis,
typically a lot of time is invested in accurately placin@ Skeleton Normalization
the marker bodiesSDSR99 BBH™03]. While these
tedious preparations do create a common data basi$-apussing on highly dynamic VR environments, we
to a certain level, the approach is limited to a specitiowed in [HSKOE how to extract coordinate sys-
recording setup, and comparable only between persteras for marker bodies arbitrarily placed on the limbs
with similar shape. and to automatically reconstruct the skeletal topology
[HEPT0Q, RLOZ, Dor0d] reduce the number of re-(Fig. 1b). However, as outlined in the previous sec-
quired markers by placing only few markers at specifions, VR applications for motion data acquisition and
locations on the body. The mapping between mametargeting, could be greatly simplified if the coordi-
ers and body positions is then computed using a pnate systems were aligned to the skeleton structure. In
specified skeleton modelCHOE| use a motion data- this section we describe how such a normalization can
base to compensate for missing skeleton parametezschieved for arbitrary recording setups. Please refer
instead. As these methods must be adjusted to a git@{Sar0% for a more detailed description.
setup and/or actors, they are not suited for dynamicThe normalization stage extracts the recording in-
VR environments requiring flexible setups. dependent body planes based on the available skele-
Specifications for limb coordinate systems wetal geometry and uses them to recompute the coordi-
published by HSLC99 based on the anatomicahate systems aligned to the skeleton. The body planes

2 Related Work
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Figure 1:Skeleton Normalization. (a) Recording setup. (b) Motion captured raw data based on (a). The marker
bodies are recording-dependent. (c) Default position and body planes. (d) The normalized coordinate systems
are aligned to the skeleton structure.

are based on the so callddfault positiorof the body coordinate system for the limb, which is placed in its
[HSLC99 INPQOJ, illustrated in Fig.1c. This figure mid point.
also shows the three body planes: frental plane  Based on the original and normalized coordinate
separates front and back, tsagittal planeleft and systems for the default position we can propagate the
right, and thetransverse plan¢op and bottom of the corresponding transformations to all frames, yielding
body. consistently oriented coordinate systems for the whole
We require an approximate default position to apecording aligned with the skeleton structure (3idj).
pear in at least one frame of the recorded motion data.
The frame representing the default position best is
identified by associating a cost value with each fran#®, Skeleton Parameterization
which captures the essential characteristics of the de-
fault position based on heuristics of the joint position§he parameterization stage described in this section
the average squared distance to their best fitting plag@nputes the motion description reflecting the actual
the edge ratio of the 2D bounding box of the joints praegrees of freedom at each joint of the body. Doing so
jected into that plane, and the average distance of yelds a compact and intuitive representation, which
joints to their center of gravity3ar0%. In our experi- can, for example, be used to identify tracking errors
ments this technique succeeded in reliably finding tfigy investigating the probability of parameter combi-
frame containing the best candidate for the default ptations) and to simplify pose editing.
sition. Based on this frame, the frontal plane is the besin a more general approach thatega0% we do not
fitting plane through the joints, the transverse planedassume certain fixed axes, but instead dynamically ex-
chosen orthogonally such that the angle betweentitsct joint axes based on the observed movements of
normal and the global up-direction is minimized, arttie attached limb. For this to work, the actor is re-
the sagittal plane is orthogonal to both other planegiired to subsequently perform specifimin move-
The body planes’ normals yield the body coordinateentswith his or her limbs in a short calibration phase.
system. Exerting all of the joints’ degrees of freedom, these
The re-computation of the normalized coordinateovements should represent intuitive moving direc-
systems for every limb in the default position framéons of the individual limbs. Depending on the type
works by first assigning the body coordinate systemaéthe parent joint, one or two such movements can be
the torso as the hierarchical root of the skeleton strudentified per limb/§ar0j. For the upper arm, for ex-
ture. Then, we compute for each limb its main orientample, this could be swinging back and forth and lift-
tion by analyzing the neighboring joints. We select theg sideways, while the forearm could be flexed and
two body plane normals which span the smallest agxtended.
gle with the plane orthogonal to the main orientation. Based on the information gathered in this phase it
Projecting these normals into the plane yields, togetl&possible to derive an intuitive movement parameter-
with the axis along the main orientation, an orthogonahtion. First, the samples recorded during the calibra-
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Figure 2:Skeleton Parameterization. (a) lllustration of limb positions. (b) Histogram of movement speeds. (c)
Samples (based on a) classified as movement samples. (d) Relation between main direction and corresponding
rotation axis.

tion phase are classified into movement and statiGuitable threshold speed for partitioning the samples.
ary phasesfiltering). The movement samples are then We have found that this partitioning scheme is not
used to infer the axes corresponding to the main movery sensitive to the number of bins used in the his-
ments @xis extractiof. After the start position for thetogram, nor to small variations of the threshold speed.
rotations has been identifieceét position), the angles In the current implementation we simply usgd uni-
about the extracted axes leading to the recorded lifiobm bins for the whole range of encountered speeds.
positions in the original data can be calculataddle Fig.2c shows the movement samples for the example
computatio. in Fig.2a.

Our algorithms are based on the relative positions
of the attached limb w.r.t. the parent’s joint coordinale2 Extraction of the Movement Axes
system, which is the coordinate system of the hierar-
chically higher limb translated to the joint center. A0 this subsection we describe how to extract the
limb position in framei will be calledsampleand de- Movement axes given the movement samplés A
noted withp;, andS = [po, p1, ..., pa] C R is the set first observation is that it is sufficient to extract the
Containing a” Samplesl Note that the Samples ||e mﬁ”‘] direction found in the distribution, ConSiSting of

a sphere around the joint center (floent sphere cf. & centerc and directiond along which the samples
Fig.2a). of one moving direction are oriented. The axis cor-

responding to this main direction is then orthogonal to
the axis planespanned by, d, and the joint centes:
a = (¢ — o) x d (Fig.'2c).
Since the main movements are performed sequentiallyrhe problem is to automatically extract the main di-
for all limbs, there are phases in which a given limtections from the sample distribution. Here we will
barely moves. Still, samples are recorded in thediscuss the problem of two main directions (F2g)
stationary phasessignificantly complicating the ex-corresponding to two different rotation axes. The so-
traction process. Thus, we partition the samples idtdion for one main direction is a straightforward re-
movement samplek/ C S and stationary samplesgression problem.
R =S\ M prior to extracting the axes. A commonly used method to extract directions of
We identify the stationary phases by inspecting tineaximal variance within a point cloud is the Princi-
movement speed between pairs of subsequent saal-Component Analysis (PCASmIOZ]). Since this
ples. Since the recording rate is constant, the spedgbrithm requires a uniform sample density to pro-
in frame: (1 < i < n)is simply proportional to duce useful results, we stratify the samples by choos-
v; = p; — pi—1. The histogram of the occurring speedag one representative each for a set of cells approxi-
reveals a distinct peak for very low speeds (I2g), mately uniformly partitioning the joint sphere.
corresponding to stationary phases. The valley follow-Unfortunately, the PCA results do often fail to com-
ing this peak, which can be identified by incrementalpute proper main directions. One reason for this fact
eliminating small bars within the histogram, yields s that the PCA finds the globally optimal directions

4.1 Filtering the Recorded Motion
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Figure 3:Axis Extraction. The lines in a and d show the intersection of the axis planes with the sphere tangent
plane which is orthogonal to both axis planes. (a) A case where both PCA and EM fail. Note that one of the
planes could only be aligned badly with the corresponding samples. (b) Measuring the similarity of directions.
(c) Initial direction groups (based on a). (d) Resulting axis planes. Note that the axes are much better aligned
with the samples.

of maximal variance, which do not necessarily corre-In an initial step, consecutive samples which are
spond to the desired main movement directions. Aoriented approximately along the same direction are
other reason is that the PCA axes are orthogonal to gmeuped together. We start with a group containing
another, which does not necessarily hold for the mowke first two sampleg, andp;. For each grou;
ment axesBak03 WHV T 05]. we maintain its center; and directiond;; for the
We optimized the PCA results by applying a sulinitial group G this would bedy, = p; — pp and
sequent optimization process based on Expectatign= py + 0.5 - dp.
Maximization (EM, FP0Z). EM tries to iteratively = Now we traverse all samples (1 < ¢ < n). In
optimize the result by an alternating repartitioning @ach step we compute the current movement vector
the samples to the respective closest axis plane, and= p;, — p;_1. If the angle between; and the cur-
then computing new axis planes based on the updateat group’s directiom; exceeds a certain threshald
partitions. By doing so, one can generally recover thenew group’ ;. is created (based gn andp;_; as
actual main directions much better. However, for noisiescribed above). Otherwigeg,is added to the group,
data EM tends to get stuck in local optima, dependiagd both direction and center are updated:
on the starting configuration (Figa).
Due to these problems, standard extraction methagls— G4l - dj +pi — pi1 and ¢ — |Gjl-¢j +pi
are not suitable for an automatic and reliable extrac- |Gl +1 ! |Gyl +1

tion of the movement axes, and hence we developeomputing the angles directly between movement
a new methodRirection Joining as described in theyectors leads to wrong results, since the samples are

following section. located on the joint sphere, and the sphere’s curvature
introduces an angle itself. Instead we compute the an-
Direction Joining gle between the corresponding axis planes

Qur D|regt|on J0|n|r_19 algorithm _explmts_the sequen- /(g ¢, dj,c;) = L(d x (c—0),d; x (¢; — 0)),

tial ordering of motion samples in the given data. It

identifies consecutive samples oriented along the samteered = p; — p;—1 andc = p; + 0.5 - d (Fig.!3b).
direction, and then joins similarly oriented sample seffe threshold anglé is an intuitive value specifying
into main directions. Since a simple global stratificé&tow similar two angles may be in order to still be re-
tion as used for the PCA and EM approach destroyarded to point into the same direction. Experiments
the temporal order among the samples, we usgna showed that the algorithm is quite insensitive to the ac-
dowed stratification Here, a representative is chosetnal choice of this threshold, hence we simply set it to
for all consecutivesamples falling into the same cell§ = 15° for all our experiments.

i.e., there may be several representatives for a giveiWe now have several groups = (c;, d;) (Fig.'3c)
cell. representing the main directions in the distribution.
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Figure 4:Parameterization Steps. (a) The rest position being the sample closest to the intersection of the axis
planes and the joint sphere. (b) Computation of the rotation angle for a single axis. (c) Computation of the
rotation angles for two axes by reduction to circle intersection. (d) Twist angle computation.

Since main movements are generally performed multissitions that can be reached fromwvith the first ro-
ple times, some groups represent the same directiagaton form a circle orthogonal to the first axis, while
Thus, we cluster groups representing similar diregH positions reaching with the second rotation form
tions, in the same way we merged movement vectoassircle orthogonal to the second axis (F4g).

until the threshold forbids to proceed further. The The intersectionr yields an intermediate position
largest remaining clusters now represent the main dihich effectively reduces the problem to finding ro-
rections of the motion samples (Fi8d) and we can tation angles about a single rotation axis, which is
compute the corresponding rotation axes. straightforward to solve. In order to find we first
intersect the planes in which the two circles lie, yield-
ing a line. The intersections of this line with the sphere
are candidates for, and we choose the candidate re-

We now need a designated limb position for all frame&lting in a smooth and valid limb trajectory.
which serves as the starting point for the joint rota-
tions. This position should be characteristic for tt5 Twist Axis

performed movement and stable to compute across dif- _ _
ferent experiments. With the rotations described above we have reached

A suitable choice is the sample closest to the intép—e final_position of the limb. There is, howe_ver, athird
section of the axis planes and the joint sphere. Sirffétomical degree of freedom, namely thést rota-
the intersection of sphere and axis planes in gend}af about the limb’s long axis. This rotation changes
does not yield a unique point, especially if only onff€ Orientation of the limb’s coordinate axes.
axis exists, we identify the intersection point closest to Ve thus need to find the optimal angle which rotates

the center of gravity of the samples, and use the sami¥g limb's coordinate system about the limb’s current
closest to this point as threst position(Fig. 4a). orientation leading to the smallest possible deviation
with the actual coordinate system (Fégl). Currently,

_ _ we use a sampling approach to obtain the optimal an-
4.4 Computation of Rotation Angles gle, as we do not yet have an analytical solution to the
R{gblem.

4.3 Extraction of the Limb’s Rest Position

The actual parameterization step now computes

angles transforming the rest positiorinto some fi-

nal positionp of the limb in a given frame using the5 Results

computed rotation axes. Here, again, we will focus on

the case of two fixed axes; the computations necessawy will briefly summarize the main results achieved

for a single axis are straightforward (Fip). with the current implementation. For details please
Our approach is based on the observation that te¢er to [Sar0§. Our experiments were performed

problem of finding the correct angles can be reduced a 2.8GHz P4 with2GB RAM, the tracking sys-

to the problem of two circles intersecting in 3D. Altem utilized six ARTTrackl camera#\dlv] running

urn:nbn:de:0009-6-5481, ISSN 1860-2037



Journal of Virtual Reality and Broadcasting, Volume 3(2006), no. 3

7 A
e e

Figure 5: Applications. (a) An original actor’s pose in the stream. (b) Significant changes applied to (a) by
changing limb orientations corresponding to the main movement directions. (c) Raw character skeletons can
be easily equipped with meshes due to the normalized data.

at 50Hz. We performed experiments with several atme applications.

tors. All recording sessions begin with a short cali- Figure'5 shows preliminary results of two exem-
bration phase, in which the actors moved their limipdary applications implemented using our presented
along the anatomical axes of the body. Performing thetion tracking framework. In Figba-b we interac-
main movements took approximately one minute pirely changed the pose of the motion captured per-
recording. son by editing the computed rotation angles. Since

The most important aspect about the normalizatitese parameters correspond to main movements, it is
stage is the similarity of the resulting coordinate sygch simpler to apply even significant pose changes
tems. As their computation mainly dependents §@mpared to working with less intuitive parameteriza-
the automatically chosen default position, we recordé@ns. The second example in Figc shows a skele-
several motion sequences in which an actor took vdn mesh attached to the motion captured data. The
ous poses, identified the default pose among these, Btalized coordinate systems greatly reduce the time
compared the resulting coordinate systems. By c@d work necessary to equip a raw character skeleton
struction, the origins did not vary due to the reliabN¥ith & given mesh. Once aligned, these meshes can
extracted skeletorHSKOE|. For the axes we mea-generally be used for data from different recording

sured an average deviation of oBl2° and a median Sessions and subjects. Finally the estimated model-
of 3.62° per axis. parameters allow for the detection and correction of

For the parameterization we measured the deviatfgfioneous model poses due to tracking errors in sub-
between the actual and the parameterized limb pogduently recorded data, improving the robustness of
tions in several experiments. The position only vari@pPlications based on real-time tracking and visualiza-

by 1.3 mm in average. For the twist axis, we summetPn-

the angular deviations of the three axis-pairs. Here, we

measured a deviation of approximateéB/7° (median § Conclusions
15.45°) per axis. The analysis and reduction of this

relatively high error is part of our ongoing work.  |n this work we described two processing steps for ef-
The normalization of a full body recordingl{ ficient and automatic normalization and parameteriza-
joints and 12 limbs) with 24K frames required tion of optical motion tracking data. This work ex-
955 ms, the parameterization us&d.2s. Of all the tends our previously presented pipelil#5KO05, and
involved steps, only the reorientation and angle cospecifically addresses the requirements of dynamic
putation need to be repeated for every frame. For tigual environments since it does not pose any con-
above setup449ms (0.02ms per frame) an®8.1 s straints on the recording setup and needs only a short
(1.17ms per frame) were required for these steps, realibration phase.
spectively. Thus, this method is well-suited for real- During the normalization stage we reliably com-
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puted new coordinate systems for the tracked limbs. In
contrast to the initial data with a strong dependency on
the placement of the marker bodies, they are now con-
sistently aligned with the skeleton structure, yieldingl&en]
common basis across experiments. Hence, the gener-
ated data can be reproduced and compared, with only
little time to be invested in the recording preparations,
drastically reducing the time needed for motion analy-
sis experiments. Secondly, the coordinate systemsé\r 05]
very intuitive to use, and we expect them to simplify
tasks such as retargeting.
The data parameterization makes it is possible to
define suitable movement axes by simply perform-
ing corresponding movements in a short calibration
phase. If high accuracy and reproducibility is requireﬂ?
mechanical instruments could be used to restrain
movements of the actor; for most non-medical appli-
cations though, especially VR-based applications, the
definition of the axes is very simple and does not re-
quire such tools. [FPO2]
Based on our experiments we think that the new
computation steps could prove useful in many VR-
based and optical motion tracking applications to re-
duce the necessary manual pre-processing steps sig-
nificantly. In future work we plan to investigate thGS83]
benefit of our method in a more elaborate and diverse
set of VR application settings.

or03]
e
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