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Introduction

Desktop video and audio conferences are naturally used today. But there are
still some problems left that make it still necessary to travel to clients or col-
leagues. Some of these are low resolution and bad frame rate of the video stream
that reduces the convenience and usability and therefore the acceptance, be-
cause important non-verbal information like gaze gets lost. Also the feeling or
awareness what the other users are doing or where the user is actually looking
is missing. Thats because you only have a small picture of the partner and you
are not aware of his/her working environment.

The aim of this thesis is to investigate how you can increase this feeling or
awareness. During a user study I want to analyze if a live video stream is really
necessary or if an avatar representation or a simple picture of the participants
could be enough.

Used techniques and theoretical background

Augmented Reality

Augmented Reality is the technique you use to enrich your environment with
special information. A common application is to display virtual objects in a
live camera picture (e.g. see the Magicbook [6]).

To retrieve more information about the working environment and to visualise
this information again as intuitive as possible I want to use the ARToolkit de-
veloped by Mark Billinghurst and Hirokazu Kato [5]. The toolkit calculates the
position and orientation of special markers in a video stream. This information
can be used for tracking of objects or for projecting virtual object in the scenery
captured with the camera.

Some CSCW aspects

You cannot imagine todays business life without team or collaborative work.
There is a separate branch of research that examines work life and tries to de-
velop supporting tools: CSCW (Computer Supported Cooperative/Collaborative
Work). The focus is to support team work with the most appropriate tech-
niques. One also often talks of the seamless integration of the computer in
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workaday tasks. E.g. that you use your handheld the same way now as you
were using your pocket diary.

Baecker [2] introduced a taxonomy to distinguish the different ways of sup-
port. He separates in the two dimensions time and space:

One meeting site Multiple meeting sites
(same places) (different places)

Synchronous
communica-
tion (same
time)

Face to Face Interactions

• Public computer dis-
plays

• Electronic meeting
rooms

• Group decision sup-
port systems

Remote Interactions

• Shared view desktop
conferencing systems

• Desktop conferenc-
ing with collabora-
tive editors

• Video conferencing

• Media spaces

Asynchronous
communica-
tion (different
time)

Ongoing Tasks

• Team rooms

• Group displays

• Shift work groupware

• Project management

Communication and Coor-
dination

• Vanilla email

• Asynchronous con-
ferencing bulletin
boards

• Structured messag-
ing systems

• Workflow manage-
ment

• Version control

• Meeting schedulers

• Cooperative hyper-
text & organizational
memory

We assume here that we only speak of synchronous work. The space dimen-
sion is just open. But the main focus will be in distributed collaboration but
perhaps some investigation will reveal usability also on a shared space.

DWARF

Because it will be about a distributed application that should provide the maxi-
mal flexibility and scaleability, I want to build the application on top of DWARF
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[4].
DWARF (Distributed Wearable Augmented Reality Framework) is a frame-

work developed at the department of Software Engineering at the Technische
Universität München. It is based on CORBA and enables you to easily connect
different processes over the network. The main priciple behind DWARF are the
so called services. Every service is a own process and has different needs and
abilities. The services can communicate with others via these needs and abilities
that have to match. Between these needs and abilities different communication
protocols can be established:

Event based services can subscribe to a channel and receive all events that are
send from another service

Object references one service exports an interface that other services can im-
port and call the emthods on the remote object

shared memory two services can easily exchange data between eachother via a
shared part of the memory (this feature is currently only available under
Linux)

The Setup

The setup should represent a meeting of multiple persons that are sitting around
a table and work together on a shared object. That could be a model of a car,
a contract or a presentation. We want now to distribute this meeting so that
every user can stay at his desk within his working environment but the feeling
should be that they are working very close together.

As output device a hand held display or a HMD (head mounted display) is
used that is combined with a camera. So the user has the impression that he
directly sees through the glasses in the real world that is augmented with the
virtual objects.

We assume in the following that there is a conference with three participants
(A, B and C).

Every participant has three markers. Two are used for the representation of
other participants (MA,B, MA,C , MB,A, MB,C , MC,A, MC,B) and one for the
shared workspace (MA,W , MB,W and MC,W ). So if user A is looking through
the HMD at Marker MA,B he can see for example the avatar representation of
user B.

Every participant can place these marker freely on his/her desktop.
Assume now that person C looks at person B (actually MC,B). At person A

the virtual representation of person C (on marker MA,C) is rotated in direction
of person B (MA,B). So you can get a rough sense where the other users are
looking.

If a user is looking at the workspace marker Mx,W as a special feature it
should be visualized at the other users where the user is looking on the marker
and the virtual object on the marker respectively. This could be done by small
arrows that are pointing at the object from the direction of the users marker.
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Figure 1:

Different Evolutionary Steps

To fast achieve first results I want to implement a simple avatar representation
of the user. In the second step a photo of the user should act as representation
and if possible at last step a live video stream shall be displayed instead of the
avatar.

This bottom-up procedure will also allow me to investigate if user really have
the need for a live video picture or if a simple avatar representation could be
enough.

Research has shown that it is not always necessary that there is a video
connection [8].

Evaluation

In a final user study I want to test the different representations. The users will
get a shared challenge. There are two possible tasks.

1. One would be the Map Task [1] where two user each get a map. In one
map there is a route marked. Both maps are similar but have different
features. Now the ’information giver’ has to explain the route to the
’information follower’. One could modify this task that there are three
user and they have to find a route from A to B where in every map
different features are missing or there are some white spots.

The interesting thing could be especially that you can test the feature
that you get the awareness where the single participants are looking at
on the shared marker.
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2. Another idea would be that every user has four bricks. And two of these
four bricks are equal to all users. The users then have to find out which
bricks are the same at every user.

Current research and own focus

There has been different research been done and still going on that hit some
aspects of this work:

In this paper [7] an application is described where the video stream is pro-
jected on markers that are free to position. But there is no real network con-
nection implemented.

At the Studierstube they investigated how you can augment a video stream
of a videoconference. They found that you can not use the video stream for
marker detetcion since the compression distroys the videoframes to much. So
they developed a method to send the marker data synchronous to the video
data stream [3].

At in the cAR/PE! project at DaimlerChrysler a research group is developing
techniques to interact with a shared object during a meeting [9].

In contrast I want to focus to enrich the awareness of the group members.
Thus I want to track the users view and develop methods to virtualize these
collected informations.
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