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4 weeks ago...

Buying a bicycle

http://mww.wikihow.com/Buy-a-Bicycle

It’s not that simple!
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Project Overview
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Week 1

Literature Review

Bicycle fitting
amera calibration

Human pose estimation via

DNNs

A vision based anthropometric Scanner
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A FRexible New Technique
for Camera Calibration

Zhangyou Znang, Senior Member, |EEE
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CAMERA calibration is & eassary step n 3D compuler vision in
arder to extract metic information fram 2D images. Much work
hasbaen done, slarting in the phologrammely community (5 [2,
4110 cite 3 few), and mors secenlly in computer visin (9] 18
(23] 7], 125, [24], [16], [6] t0 <ie » Few). We can classify these
techniques mughly into two categodes: photogramenetric callbes
ton and celcalibraton.

« Threedimensionsl reference object-based calibration
Camers calibratian & performed by obeerving a calbration
abjct whase geametry in 3D space & known with very
‘poud prciicn. Caliratiom cambe done very cfcenty 5
The calibration object Loually consists of two o thie
planes orthoganal o each other. Sometimes a plane
undergoing & precisely known trnslation is also used
[B]. These spproaches require an expersive calbrmtion
apparatus, and an elaborate setu
Selfalibration. Techniques in this category do not use
‘any calbration abject. Just by moving a camers in a staic
the rigidity of the sere provides in genenl two
carstraints (161, [14] an the cameray intemal parameters
from one camera displacement by usirg image ifarmation
alone. Therefore, § images are lsken by the same camera
ith Fixed interral parameters, correspondences between
three images are sufficiant 1o resover both the internal and
extorral parameters which allow us to reconsiruct
3D stmacture up to a simiarity [15] (12 Whik thi
appmach is very fexible, & is not yet matum [1] Because
here am many parameters ta estinate, we cannot slways
abiain relishe reults

Other techniques eist: vanishing points for crthogoral directions
131 1131, and calbraton from pure sotaton 111, 1201
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Our curent rsearch s forused on a dasklop
(DVS) since the potentil for using DVSs & large Camers
becorming inexpersive and ubiquitous. A DVS airms at the general
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e Flowing ConvNets for Human Pose Estimation in Videos
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13 ol ¥ ho and in the recent years a variety of models with efficient

m 1. Introductiol 3 Hande inference have been proposed (<, 15]).

M Despite a fong W ‘The above efficiency, however,is achieved at the cost of
tion in videos rem cyelists « limited expressiveness — the use of local detectors, which
vision. Compare handsha reason in many cases about a single part, and most impor-
poral component be pasitic tantly by modeling oaly a small subset of al interactions
Bortant cue for o I between body parts. These Wmilations, as exemplified in
Pesitons exist bt Figure 1. Besides extrems variability in anticulations, many ofthe  Fig, 1, have been recognized and methods reasoning about

s s 2 barely viibe. We can gues the locaion of the fight  pose in a holistic manner have been proposed [15, 20] but

tical fow for par Shoe-C am in U!“\E‘:\ image only D‘lll‘if‘::ﬂﬂ the '!;l ﬂf‘lfﬁj W: :l: ‘with limited suceess in real-world problems.

. g aniicipa the motion o activy of imilay. o I
works (ComNet) Sy Nl of e e on s g i o vl tall, T 11 s work we asribe o i bl viow of funan
man pose estimatie am examples of the need for holisic reasoning. We believe that P“" eslimation. We capitalize on recent developments of
for localisation ! DNNs can natmrally provide such type of reasoning, deep leaming and propose a novel algorithm based on a
image space (e DespNewral Network (DN, DN e shwn utsiand
formance on visual classification tasks [ 1] and more
Abstract remnll\ on object localization [27, 9]. Howeser, the ques-

NN for precise |
ropase a method for human pose estimation based nn}ecu has largely remained unanswered. In this paper we
on Deep Neural Networks (DNNs). The pm 4J1inulan tempt o cast 4 light on this question and presant a simple
is formulated as a DNN-based regression problem towards m ‘yet powerful formulation of holistic human pose esti-
bty it W presnt = eseade of moh DN et oty oL

Recen sors which results in kigh precision pase estimates. The We formulate the pose estimation 2 3 Joint regression
i approach has the advantag of reasoning aboul pose it @ problem and show how to successfully cast it in DRN set-
Ortioge ‘holistic fashion and has a simple but yet powerful formula-  tings. The location of each body joint is regressed to using
] tion which capilalizes o recent advances in Decp Learm-  aq an input the full image and a 7-layered generic convolu-
et ing. We present a detailed empirical analysis with stale-of-  tional DNN. There are two advantages of this formulation.
e art or beler performance on four academic benchmarks of | First, the DNN s capable of capturing the full confext of
Copyright diverse real-world images. each body joint — each joint regressor uses the full image
Gin 5 as asignal. Second, (he approach is substantially simpler
1o formulate than methods based on graphical models — no
L. Introduction need 1o explicitly design feature representations and detec-
The problem of human pose estimation, defined as the 1075 fOr parts: no need to expiicitly design a model topology
‘problem of localization of human joirts, has cnjoyed sub-  2d interactions between joints. Insicad, we show that a
—— ym\c:m\mmmnﬂ DNN can be leamned for this problem.

Stantial atiention in the computer vision commurity. In
Fig. |, one can see some of the challenges of this prob-
lem - strong articulations. small and barely visible joints,
‘acclusions and the need to capture the conext

The main stream of work in this field has been motivaled
mainly by the first challenge, the need to search in the large
space of all possible anticulated poses. Part-based models
lend themselves naturally to model articulations ([ ¢, <)

Furthex, we propose  cascade of DNN-based pose pre-
ticor, Such & e allows fo Inceesed precision of
Joint losalization. Starting with an nitial pose estimation,
Tesed on the image, we leam DNN-Dased regressors
‘which e fines. the joint predictions by using higher resolu-
tion sub-images.

We show state-of-art esuls or betier than state-of-art on
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Week 2...

Getting in action

A Alemed FLGaazar ©

Soution Bz |
b % Bshningoz

Procedure breakdown
Understanding previous codes

Debuging & Executing

A vision based anthropometric Scanner
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Procedure breakdown

Network Software Visualization
Protocol
. Tralljlng « Taking plpturg . Visualizing
« Testing * Pose estimation
: . the results
« Packing « Calculations
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Week 3...

Network

* Implemented in Matlab using MatConvNet.

e Convolutional Neural Network.

Convolut|on Poollng Normallze

e — e e h

ReLU

- Convolution Normalize

‘—l Convolution A ReLU ,I Normalize A-)
'-1 Convolution A ReLU /1 Dropout h

Pooling

« Trained using the Leeds Sports Pose Dataset.
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Week 4...

Software Protocol

—TI{ Camera Calibration
{0} Tens of images with Bicycles.
@ Tires detected.

@ Tires radiuses and centers distance calculated.
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Software Protocol

_flf— Real pose estimation
{©} Bicycle detected

@ Calculation in relation to bicycle real measurements.
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Gantt Chart

17/4/2016  27/4/2016 7/5/2016 17/5/2016  27/5/2016 6/6/2016 16/6/2016  26/6/2016 6/7/2016

Reading Papers l/j
Understanding Previous Codes Ib

Camera Calibration e &

Training & Testing the old algorithm JB
Video Data Collection

Updating the algorithm _ )

raining & Testing the new algorithm _
Updating the GUI ]

Visualisation e

Comparing Results -

Final Report -

Requirement Intermediate Final
Presentation Presentation Presentation

I
2

Created with Microsoft Excel
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