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\A new scienti�c truth does not triumph by convincing its opponents and making

them see the light, but rather because its opponents eventually die, and a new

generation grows up that is familiar with it."

Max Karl Ernst Ludwig Planck (1858 - 1947)



Abstract

The field of computer vision and more specifically the pose estimation pipelines

developed heavily over the last decade [1],[2],[3],[4]. Modern sensors of various

technologies are used in several solutions from everyday life to medical applications

and space engineering. In this project, our goal is to design an algorithm that

estimates the poses of the object(s) being tracked through the input of more than

one optical or inertial sensors. We use an efficient and compact dual quaternion

formalization to capture the coupling between the translation and rotation and

to construct an Extended Kalman Filter (EKF) in order to fuse information from

different modalities e.g. IMU and OTS. With this method, we are able to overcome

the disadvantages of each sensor so as to obtain more accurate results and bridge

occlusion intervals. The filter is implemented for up to four sensors and can be

extended to a generic number of sensors. The model is evaluated using synthetic

and real data for different occasions including the occlusion case where the line-

of-sight is lost for the vision sensor. We achieve a reduction of the position error

for the synthetic data from 2.14 m of the vision sensor alone to 1.68 m with the

addition of an IMU sensor and further reduction to 1.56 m with the fusion of four

sensors. Analogously the angle error for the rotation was decreased from 20.13�

of the vision sensor to 10.15� for the fusion of two sensors and 9.22� for the four-

sensor fusion. Regarding the occlusion case with the real data, the filter for an

occlusion of 3 seconds obtains a position error of 2.21 m at the end of the occlusion,

compared to the mean error of 1.25 m with standard deviation of 0.31 m for the

whole trajectory. The according values for the angle error are 3.96� at the end

of the occlusion in comparison with the mean angle error of 1.53� with standard

deviation of 0.97� for the whole trajectory.
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Chapter 1

Introduction

1.1 Motivation

Nowadays there are several tracking technologies that have been developed and

there is a great scienti�c and technological interest about the applications that

involve these kind of devices. Several sensors have been implemented in the past

years, all with its advantages and disadvantages. As the needs for more accurate

and robust tracking systems are increasing because of the great variety of applica-

tions, sensor fusion is becoming a more common way to overcome the di�culties

arising from the drawbacks of individual sensor technologies.

Especially in the biotechnological and medical disciplines, there are various sys-

tems that are based on tracking technologies and sensors, and there is an increased

interest for further development of more e�cient and better solutions[10]. Optical

tracking systems (OTS) are of the most widespread kind of sensor technologies be-

cause of their accuracy and they are used in many medical applications[11],[12][13].

Also, inertial measurement units (IMU) are well known and common sensors since

they are easy to use and they provide reliable information about the orientation of

the object they are attached to. Furthermore the use of Electromagnetic Tracking

Systems which are relatively new, are of clinical importance as they are used to

support the already existing tracking systems[14].

The motivation for this project is the plurality of the cases where tracking sen-

sors are used in hybrid or individual systems and the necessity for more e�cient

1



Chapter 1 Introduction 2

ways to use this kind of technologies not only for computer aidded medical proce-

dures but also for other occasions such as augmented reality setups, mobile device

applications, robotics, autonomous ying/driving etc.

1.2 Aims and objectives

As mentioned above the individual sensors do have certain speci�cations, they

have their own logic and a speci�c way of operation. For example, optical tracking

systems use markers that are tracked by an optical tracker and therefore they need

the so called line of sight in order to capture the exact position of the object(s).

This is obviously the major drawback of an OTS apart maybe from its high cost.

On the other hand, the IMU sensors are su�cient to provide information about the

orientation but when it comes to the position estimation they su�er from major

drift.

The objective goal of this project is to �nd a way to estimate both the orientation

and the position of the target object(s) by the fusion of all provided information

from multiple sensors. This fusion is accoplished by implementing a �lter which

compensates the drawbacks of the di�erent sensors and as it can handle the infor-

mation of multiple modalities the output is more accurate. The line of sight issue

of the OTS is reduced by the information that is provided by the other sensors

and of course the position errors from the IMU is corrected by the measurements

of the OTS and the modeled process as we describe in detail in the next chapters.

As we will show in section 1.4 there are several research groups that have dealt

with this problem and the research for this topic is still ongoing.

1.3 Tracking technologies

In this section we briey introduce the main characteristics and hardware princi-

ples along with the advantages and disadvantages of the most common tracking

devices.
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1.3.1 Optical Tracking Systems

Optical tracking systems proved to be an early answer to clinically feasible tracking

systems and for many other applications. They evolved into the most reliable

and accurate tracking solution. OTS usually consist of charge-coupled device

(CCD) cameras and sequentially illuminated infrared (IR) light-emitting diodes

(LED). The IR light is reected by retro-reective markers, that can be detected in

space and then can be reconstructed by reconstruction algorithms in the tracking

system [15].These are called passive markers. There are also active markers which

they emit IR photons which are detected by the camera sensor. There are two

approaches in OTS technology:

� Inside-out tracking: the camera is mounted on the tracked device or object

and the markers are placed in stationary locations.

� Outside-in tracking: the camera(s) is/are placed in a stationary location and

the markers are attached to the tracked object.

It is also feasible to perform marker-less tracking by identi�cation, classi�cation

and comparison of the tracked objects from pre-de�ned patterns or 3D models[16].

There are many advantages that the OTS have and the most important one is

that they provide accurate data and are less susceptible to noise. Also they do not

su�er from drift problems, they are wireless and can track multiple objects inside

the measurement space. This is why OTS is well established and used in many

applications.

The major limitation of this kind of tracking system is the line of sight issues. If

somebody or something interfere between the camera and the marker then we loose

information and the object can no longer be tracked. This is a big drawback for

example in computer-aided medical applications. Other than that, the calibration

of the OTS can be challenging and the cost of the system is relatively higher than

other tracking devices.

In the following �gure 1.1 a representation of the sensor camera and passive mark-

ers is shown:
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Figure 1.1: Polaris camera with passive marker tool[5]

1.3.2 Inertial Measurement Units

The inertial measurement unit (IMU) uses data from accelerometers, gyroscopes

and sometimes also magnetometers that are integrated in a single device. The

acceleration measure the linear acceleration, the gyroscope the angular velocity

and the magnetometer the direction of the magnetic �eld[17].With the develop-

ment of Micro-Electro-Mechanical systems [18] the IMUs became cheaper, more

e�cient and yet more popular in various applications such as GPS systems, au-

tonomous ying/driving and airspace[19],[20]. With the data from the IMU we

can indirectly calculate the both the orientation via the gyro measurements and

the position by integrating twice the acceleration. This is the major drawback of

the use of the IMU for position estimation as the error of the measurements is

cumulative and through time this leads to drift. In general the IMUs are not used

solely as tracking devices but more in combination with other tracking devices.

On the other hand the IMUs have many advantages. Firstly they are not a�ected

by external inuences except for the changes in gravity. As mentioned above

they are cheap and they can be integrated easily in a tracking system in order

to give good estimations about orientation. Furthermore IMUs are lightweighted

and small so they can easily be mounted in the tracked object(s).

In �gure 1.2 a typical IMU is shown.
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Figure 1.2: Inertial Measurement Unit with all its components[6]

1.3.3 Electromagnetic tracking systems

Electromagnetic tracking systems (EMTS) are a relatively new tracking technol-

ogy. Their main advantage is that they have no line-of-sight limitation, but their

disadvantages include susceptibility to distortion from nearby metal sources and

limited accuracy compared to optical tracking. These systems localize small elec-

tromagnetic �eld sensors in an electromagnetic �eld of known geometry. The

EMTS can be divided into three categories as described below[15]:

� AC-driven tracking. The earliest developed classical EMTS are driven by

alternating current (AC). This system consists of three coils arranged in a

Cartesian coordinate system that emits an electromagnetic �eld composed of

three dipole �elds. Typical operating frequencies for the AC-driven magnetic

trackers lie in the range of 814 kHz. Small search coils measure the induced

voltage, which is proportional to the ux of the magnetic �eld.

� DC-driven tracking. As the name would suggest, rather than using an AC-

driven magnetic �eld, these systems are driven by quasistatic direct current

(DC). The magnetic induction within miniature active (uxgate) sensors was

originally measured after establishment of a stationary magnetic �eld, but

current models employ passive microminiaturized sensors.

� Passive or transponder systems. These systems track position by localization

of permanent magnets or implanted transponders.
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