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Segmentation of Skeleton and Organs in
Whole-Body CT Images via Iterative Trilateration

Marie Bieth*, Loic Peter, Stephan G. Nekolla, Matthias Eiber, Georg Langs, Markus Schwaiger and Bjoern Menze

Abstract—Whole body oncological screening using CT images
requires a good anatomical localisation of organs and of the
skeleton. While a number of algorithms for multi-organ local-
isation have been presented, developing algorithms for a dense
anatomical annotation of the whole skeleton, however, has not
been addressed until now. Only methods for specialised applica-
tions, e.g., in spine imaging, have been previously described. In
this work, we propose an approach for localising and annotating
different parts of the human skeleton in CT images.

We introduce novel anatomical trilateration features and em-
ploy them within iterative scale-adaptive random forests in
a hierarchical fashion to annotate the whole skeleton. The
anatomical trilateration features provide high-level long-range
context information that complements the classical local context-
based features used in most image segmentation approaches.
They rely on anatomical landmarks derived from the previous
element of the cascade to express positions relative to reference
points. Following a hierarchical approach, large anatomical
structures are segmented first, before identifying substructures.
We develop this method for bone annotation but also illustrate
its performance, although not specifically optimised for it, for
multi-organ annotation.

Our method achieves average Dice Scores of 77.4 to 85.6 for
bone annotation on three different datasets. It can also segment
different organs with sufficient performance for oncological
applications, e.g. for PET/CT analysis, and its computation time
allows for its use in clinical practice.

Index Terms—Segmentation, Medical Imaging

I. INTRODUCTION

DENSE skeleton annotation is necessary for a variety
of clinical and research applications, in particular in

orthopaedics or oncology. Planning orthopaedic interventions
often requires the dense segmentation of bones and muscles in
CT and MRI, for example in hip surgery or for interventions
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on the spine. Nearly all of these tasks only deal with a
limited field of view. In oncology, the diagnosis of patients
with primary tumours or secondary metastases of the bone
requires the analysis and mapping of bone lesions, for example
in whole body PET/CT scans, often several times during
treatment. For heavily metastasised patients with dozens to
hundreds of individual lesions, this is a very time consuming
task if the annotation is performed manually, and diagnostic
information is often only reported in a very qualitative fashion
[1], [2]. Recently, an effort has been made towards quantitative
analysis, but methods remain semi-automatic [3], [4] and only
provide global statistics. Hence, a dense annotation of the
skeleton and its substructures could ease the automation of the
process, providing an anatomical reference frame for localising
structures of interest, e.g., or for re-identifying previously
detected lesions in follow-up scans. It could, in a later step,
help in providing local rather than global lesion statistics
across a population.

Segmenting the whole skeleton, as necessary in oncolog-
ical applications, is a much more difficult task compared
to segmenting well defined and constrained parts e.g., for
orthopaedic applications, due to a wider range of anatomies,
fields of view and patient position variations and a larger
number of anatomical structures. To the best of our knowledge,
the only study that approached the task of annotating the whole
human skeleton, rather than narrow subregions of it, is the one
that we presented in [5].

In the present paper, we extend this preliminary work
and offer a robust registration-free method that can segment
the whole skeleton to the accuracy needed for whole body
oncological staging, also offering means for segmenting other
structures of interest such as organs at an accuracy that
meets clinical requirements for PET/CT analysis. It relies on
a cascaded scale-adaptive random forest using trilateration
features that express relative positions using landmarks in the
skeleton that get updated in the cascade as a reference. This is
coupled with a coarse-to-fine hierarchical refinement of labels.

A. State of the art
Different semi-automatic and automatic methods exist that

perform skeleton annotation for the orthopaedic domain in MR
or CT images. For example, methods exist for the spine [6]–
[11], the knee [12], the ribs [13] and the hip region [14].
Methods also exist for multi-organ segmentation in CT [15]–
[19].

Widely used methods for multiple structure segmentation
include (but are not limited to) atlas based methods, de-
formable model based methods, random forest based methods,
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convolutional neural network based methods, and graph based
methods. Some hybrid methods combine ideas from several
approaches. In the following, we will focus on how these
methods try to leverage the local or global context of the image
to improve the segmentation accuracy.

Segmentation by registration of (possibly multiple) atlases,
which has proven successful for multi-organ segmentation
[15], intrinsically uses context information by imposing con-
straints on the transformations. More context information can
be incorporated by performing registration or atlas computa-
tion [16] at different scales. Context can also be explicitly
used at label fusion time by modelling dependencies between
voxels or labels [13], or taking a global decision, for example
based on contours [20], instead of applying a voting scheme
independently at each voxel. Similarly, in deformable model
methods, context is implicitly considered by the constraints
imposed on the deformation, and can additionally be explicitly
considered by accounting for spatial [8] or hierarchical [18],
[19] relations between different objects.

Others have used learning algorithms such as random forests
(RFs) [21] that rely on decision trees and bagging. In these
approaches, context information can be incorporated in the
features such as with Haar-like [22] and geodesic features [23]
or by using landmarks [12]. In combination with Haar-like
features, a RF variant that learns the scale to which context
is beneficial to the segmentation has been described [24]
and a version where decisions are based on all features [25]
showed good results for multi-organ segmentation. Context
can also be used in the forest construction itself. For example,
some approaches have incorporated global image similarities
into the forest construction [26], [27] or predicted label and
distance at the same time in a multi-task fashion [28], [29].
Cascaded systems are an alternative implicitly taking context
into account either going from a global to a local scale [30] or
using long range context information by providing the output
of the forest (or an intermediate output [31]) to another forest
for further training in an auto-context fashion, as initiated in
[32]. The output of a classifier can also be processed before
being used in the next one: in [9], the probability maps are
regularised before being used as input for the next forest.

Deep convolutional neural network [33] approaches are
related to the aforementioned cascaded system. By applying
cascaded filters and pooling to the image, deeper feature maps
contain information from a wider range of voxels in the image.
The loss function can also be modified to explicitly take into
account e.g., topological information [34].

Finally, local spatial constraints are often considered
through conditional random fields (CRF) [35] and level set ap-
proaches, that try to minimise similar energies. For CRFs, with
classical sparse binary terms, the α-expansion algorithm [36]
is often used for energy minimisation. With dense graphs, a
mean field approximation is prefered [37]. Other minimisation
strategies are used for level set methods. Context information
can be incorporated in the unary as well as the binary energy
terms. In particular, any of the aforementioned methods can be
used to generate unary terms. Additionally, appearance, shape
and location can be explicitly considered in the unary term
[38] (and jointly optimised [39]), constraints with respect to

relative positions can be enforced using the binary terms [40],
and multiphase or temporal data can be leveraged by using
four-dimensional graphs [38]. These methods can also be used
in combination with superpixels/supervoxels [41]–[43].

Although different strategies have been used to leverage
context information, most of the methods mentioned in the
previous paragraphs present drawbacks. Atlas and model based
methods are applicable only when the variation among subjects
is low. Otherwise, some cases may differ too much from the
atlas/model to be correctly recovered. Topological variations
of the structures to be segmented, in our problem, for example,
a variation in the number of ribs, may lead to failure in atlas-
driven methods. The use of multiple atlases can alleviate this
problem and improve the performance, but usually leads to an
increased computational burden with registration required at
test time to every atlas. Deep learning methods require a large
amount of training data, which is often impractical for medical
applications, and are, in particular for three-dimensional im-
ages, limited by memory constraints. RFs consider voxels as
independent, which can be alleviated by choosing explicitly
context-oriented features or combining them with a CRF.
Moreover, none of the aforementioned methods can fully take
advantage of the very structured relations between different
parts of the skeleton.

B. Contributions

In the following, we propose a whole body annotation
approach that overcomes several of the current limitations.
In particular, it leverages the very structured aspect of our
problem, needs only a limited amount of training data and
presents a good performance to computation time ratio. More
specifically:
• We address for the first time the task of whole skeleton

annotation.
• We introduce new anatomical trilateration features that ef-

ficiently incorporate long-range context information (sec.
II-D).

• We propose a cascaded random forest approach where
landmarks are updated between each element of the
cascade (sec. II-E).

• We present an evaluation of our approach and demon-
strate that it achieves high performance on three different
datasets and compares favourably with autocontext and
scale-adaptive random forest (sec. III).

II. METHODS

A. Overview

In our approach, classification is performed jointly with
localisation by a cascaded random forest (illustrated in Fig.
1, sec. II-E) with anatomical trilateration features: from the
probability map obtained from a random forest, we compute
not only the voxel labels, but also the centroid of each structure
to label. These centroids are then given as supplementary
input to the next random forest of the cascade and used
as landmarks to compute our novel anatomical trilateration
features (illustrated in Fig. 2, sec. II-D).
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Algorithm 1 Overview of our method for iterative annotation of skeleton parts
1: function PREDICT(V, LabelTree)
2: landmarks = [ ]
3: for h=0...H-1 do . Hierarchical approach
4: for k=1...KLh do
5: localCentroids = [ ]
6: for iterations i=1...ILh do . Cascaded trilateration
7: mask = voxels to label
8: probabilityMap = RF(V,mask,GLh

k ,landmarks,localCentroids) . Scale adaptive random forest
9: segm = argmax(probabilityMap)

10: localCentroids = computeCentroids(segm) . Local centroids updating
11: end for
12: landmarks.append(localCentroids) . Storing local centroids as landmarks for further computations
13: end for
14: end for
15: skeleton=mergeResults()
16: return skeleton
17: end function

Fig. 1. Details of the cascaded RF (lines 6 and 10 in Algorithm 1). The
landmarks obtained from the output of one iteration are used to compute the
anatomical trilateration features in the next iteration.

The cascade described here constitutes a super-classifier
that we use in a hierarchical coarse-to-fine fashion (sec. II-F).
The labels are ordered in a hierarchical manner which is
described by a label tree (Fig. 3). First, coarse groups of
labels are segmented, and are thereafter refined by other
super-classifiers in further classification procedures until all
individual labels are segmented.

Details are provided in the following sections and an
overview of the testing procedure is provided in Algorithm
1.

B. Notations

In all the following, K is the number of labels, v(x, y, z) is
a voxel, vsym is the symmetric of v with respect to the mid-
sagittal plane, l(xl, yl, zl) is a landmark, kv is the label of
voxel v and a, b, c ∈ R. In a tree, for a node n, Children(n)
refers to the children of n.

C. Scale Adaptive Random Forests

We chose random forests as the atomic inference element
of our iterative algorithm (line 8 of Algorithm 1) for their high
performance to computation time ratio. More specifically, we
use an implementation of scale adaptive random forest (saRF)
[24] to perform a probabilistic segmentation of the structures
to label. At training time, this particular version of RF samples
the features sequentially in a fine-to-coarse fashion instead
of sampling features uniformly for each node as done in the
classical RF algorithm [21]. This can be seen as a guided
sampling that learns the scale of the problem without user
input.

At test time, a probabilistic segmentation P 0(kv|v) is
obtained. It can be discretised by choosing for each voxel the
label with the highest probability:

k̂0v = argmax
kv

(P 0(kv|v)) (1)

D. Features Description

Within the saRF, we use two kinds of features: Haar-like
features for considering local intensity context and trilateration
features for long-range anatomical context. At training, the
Haar-like features are sampled in scale adaptive fashion whilst
the trilateration features are sampled in the conventional uni-
form way. All features are described in details in the following
sections.

1) Haar-like features: We use Haar-like features [22]
as low-level context features. They are computed as an
arithmetic operation between the intensity average of
two boxes defined in the image domain, possibly in
different modalities. Each feature F can be described
by seven parameters F = (b1,b2,o1,o2,m1,m2, σ)
where b1,b2 are three-dimensional vectors describing
box sizes, o1,o2 are offsets describing the centre of
the boxes compared to the current voxel v, m1,m2 are
the modalities in which the respective box value has to
be computed and σ is an arithmetic operation ( σ ∈
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Fig. 2. Illustration of the anatomical trilateration features. In all images, the red square is the voxel to classify, and the green circle is the landmark. Left:
signed distance features. Middle: planar distance feature. Right: parabolic distance features.

{sum, difference, sign of difference, absolute difference}).
These features can be computed very efficiently by using
integral volumes.

We also use symmetric Haar-like features that are similar to
conventional Haar-like features, but for which the offset o2 is
computed with respect to voxel vsym. This is an extension of
the symmetric features used in [44] and is particularly suited
to the problem at hand because the human skeleton presents an
approximate symmetry with respect to the mid-sagittal plane.

2) Anatomical trilateration features: Trilateration features
represent the relative position of voxels or geometrical struc-
tures with respect to a reference point. Landmarks are needed
for the computation of anatomical trilateration features. They
can be manually annotated or obtained from previous compu-
tations of the cascade as described in section II-E. Trilateration
features are illustrated in Fig. 2

2-a) Distance features: the distance features are the Eu-
clidean and signed distances to landmarks. By the trilateration
principle, it is possible to place a point in space if its distances
to four landmarks are known and compatible. If the x, y,
and z signed distances are known, one landmark is enough.
Intuitively, in our case, because of anatomical variability and
possible inaccurate landmark localisation, more landmarks are
necessary to semantically trilaterate the position of a point.

The signed distances are defined as follows: x signed distance dx(v, l) = x− xl
y signed distance dy(v, l) = y − yl
z signed distance dz(v, l) = z − zl

(2)

2-b) Geometric features: the planar and parabolic fea-
tures detect the presence of planes and parabolic cylinders
in the data and their positions relative to landmarks. Such
structures occur for example in the rib-cage. For each feature,
a plane or parabolic cylinder is defined with respect to a
landmark. The respective feature then reflects how far from
the structure v is. They are defined as follows:planar distance dP (a,b,c)(v, l) = a(x− xl) + b(y − yl)

+c(z − zl)
parabolic distance dP(a,b)(v, l) = (x− xl) + a(y − yl − b)2

(3)
During training, a, b and c are sampled randomly at each node.

E. Cascaded anatomical trilateration

We use the saRF and features described above in a cascade
where the landmarks needed to compute the anatomical trilat-
eration features are obtained from each element of the cascade
for the next one (lines 6 and 10, in blue, of Algorithm 1).
Using the initial probabilistic segmentation P 0(kv|v) obtained
from the initial RF, the centroid of each segmented structure
can be computed. The centroids can then be used as a densely
meshed ensemble of landmarks to iterate the classification with
trilateration features. An updated probabilistic segmentation
P 1(kv|v) is obtained.

This process can be iterated by computing refined centroids
from P i(kv|v), i ∈ N∗ and using them as landmarks for a
classification step that outputs P i+1(kv|v). The cascade is
depicted in Fig. 1. Because they are recomputed after each
iteration, the centroids can be considered as self-updating land-
marks. Through the anatomical trilateration features described
in the previous section, centroids are used to represent context
information in a more condensed way than in autocontext [32].

F. Hierarchical segmentation

Because our ground truth contains many labels (K between
51 and 88 depending on the field of view), we use a coarse-
to-fine hierarchical segmentation approach, following a user-
defined label tree with H levels (lines 3 and 12, in green, of
Algorithm 1). A simplified example of a label tree with K = 9
labels and H = 2 segmentation levels is depicted in Fig. 3.

The tree defines super-structures G (i.e. groups of labels)
that are segmented in the coarser levels before being further
divided in the finer levels. In level Lh, KLh (super-)structures
GLh

1 , · · · , GLh

KLh
are segmented. By definition, the root of the

tree contains only one super-structure (i.e. KL0 = 1 with all
labels GL0

1 = {1, 2, · · · ,K}, and the tree has KLH = K
leaves GLH

1 = {1}, ..., GLH

K = {K}.
A cascaded classifier (as described in II-E) is attached to

each internal node GLh

k of the tree. It receives landmarks
from all already segmented (super-)structures, runs for ILh

iterations and classifies voxels labelled with GLh

k in level
Lh into labels of Children(GLh

k ). Fig. 3 shows a simplified
example with the classifiers in red and the flow of landmarks
in green.
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When available, a mask can be applied before starting the
hierarchical process, to remove the background voxels. This
speeds up the computation by reducing the number of voxels
to classify.

After 1 After 2 After 3 After 4

Fig. 3. Top: simplified hierarchical label tree example (9 labels and 2 levels
of segmentation). The red digits indicate the ordering of the execution: all
black arrows with the same number are processed simultaneously by the same
cascaded RF. The green arrows indicate the subsequent flow of landmarks in
the hierarchical tree (lines 3 and 12 in Algorithm 1). Bottom: results after the
execution of the different steps in the example. Better viewed in color. Note
that after each classifier, not only labels but also centroids are known.

G. Regularisation

Similarly to [45], [46], we use a CRF as final step to ensure
spatial consistency of the segmentation. The nodes N of the
graphical modelare the voxels to classify. A 26-neighbourhood
structure is used for the binary connections. The energy of the
CRF is defined as follows:

E = −
∑
v∈N

log(P (kv|v))− λ
∑

v1∼v2

B(kv1 , kv2) (4)

where P (kv|v) is the probability map obtained from previous
steps. B is a compatibility term computed as the logarithm
of neighbouring frequencies in the training data. This way,
the cost of assigning different labels to neighbouring voxels
is higher if the association does not exist or is rare (e.g.,
skull and pelvis) than if the association is often found in
the training data (e.g., vertebra L1 and vertebra L2). The
binary costs are therefore learnt, so that our regularisation
approach depends on only one hyperparameter λ ∈ R that
sets the balance between fidelity to the probability map and
spatial consistency. We use the α-expansion algorithm [36]
implemented in the OpenGM library [47] to find the label
configuration minimising the energy of the graph.

III. EXPERIMENTS

A. Data sets

We conducted experiments on three datasets:

Healthy subjects Prostate cancer Multiple myeloma
Dataset Dataset Dataset

Fig. 4. Representative examples of the three datasets used in the experiments.
The first line shows the original CT images with landmarks in red. The second
line shows the ground truth bone annotation. Labels have been randomised
for better visualisation.

(1) Healthy subjects dataset (HS): 20 whole body CT scans
of healthy subjects.

(2) Prostate cancer dataset (PC): 30 thorax and trunk CT
scans of prostate cancer patients.

(3) Multiple myeloma dataset (MM): 20 thorax and trunk CT
scans of multiple myeloma patients.

Healthy Subjects Dataset: 20 non-contrast enhanced whole
body CT images of healthy subjects from the whole body mor-
phometry project (Mallinckrodt Institute of Radiology Wash-
ington University, School of Medicine, 2010), arms down,
with a mean resolution of 1.3 mm × 1.3 mm × 1 mm were
resampled to a mean resolution of 2.6 mm × 2.6 mm × 2 mm
and a mean size of 256 × 256 × 896 voxels. The skeleton was
annotated for 88 bone substructures. 57 landmarks at joints or
tips of bones were also annotated.

Prostate Cancer Dataset: 30 contrast-enhanced CT images
were extracted from PSMA-PET/CT images of prostate cancer
patients, arms up. The field of view went from mid-thighs to
skull. The images were resampled to an isotropic resolution
of 2 mm and a mean size of 230 × 230 × 434 voxels. 51
bone structures were manually annotated. 4 landmarks at tips
of bones were also annotated.
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Multiple Myeloma Dataset: 20 non-contrast enhanced CT
images of multiple myeloma patients, arms up, from the
European VISCERAL project [48] were resampled to an
isotropic resolution of 2 mm and a mean size of 168 × 216
× 657 voxels. The same bone structures as in Dataset 2 were
manually annotated. Annotations for other structures (trachea,
lungs, kidneys, psoas muscles, aorta, liver, spleen) are also
available for this dataset.

The bone structures were chosen to be relevant for on-
cology analysis. Some structures, such as the hands in the
healthy subjects dataset, group several bones because each of
these bones is too small to be relevant alone for oncological
mapping. Other structures are segments of bones, such as the
femur segments in the healthy subjects dataset, because the
whole bone is too long/big to obtain relevant local statistics in
further analysis for oncological staging. Skeleton annotations
of all datasets are depicted in Fig. 4.

B. Setup

1) Data preprocessing: In the preprocessing, images were
windowed as follows: : regions below −150 HU were set to
−150 HU, regions between −150 and −50 HU (approximate
fat range) were set to −50 HU, and regions above 200 HU
(bone range) were set to 200 HU. Moreover, a skeleton mask
was generated for each patient by the approach described in
[5]: the intensity of the different tissues was modelled by a
Gaussian mixture, and a CRF was used to obtain the mask.

2) Parameters: Except for the transfer experiment (see
III-D4), all experiments were run with a 2-fold cross valida-
tion. The random forests were trained with 100 trees. All other
parameters are indicated in the supplementary material. In the
planar distance features, b was set to 0 to consider only non-
y-aligned planes. For all experiments, two hierarchical levels
were used (the label groups are detailed in the supplementary
material). The cascade II-E was run for 2 iterations in the
first level and 5 iterations in the second. Except in experiment
III-D5, only bone-voxels were classified. In experiment III-D5,
all voxels in the body were classified. Unless stated otherwise,
no initial landmarks were used. In the regularisation, λ was
set to 1. We evaluated all experiments using the average Dice
score over classes (DS).

C. Computing time

As a representative example, we recorded the testing time
for 15 subjects of the prostate cancer Dataset on a Intel
Xeon(R) CPU (3.20GHz×4). With the settings described in the
previous section, the average computing time for one subject
was 488 seconds without CRF and 749 seconds with (Fig. 5).
Each iteration of the second hierarchical level took around 65
seconds. Based on these numbers, each user can establish his
own trade-off between speed and performance by choosing
the number of iterations for each level and whether to use
regularisation or not. Using only one iteration in the second
hierarchical level brought the computing time down to an
average of less than 4 minutes per subject.

Fig. 5. Average computing time for the different steps of the algorithm
measured using 15 subjects of the PC Dataset. The blue curve shows the
average computing time and the green bars the range.

TABLE I
MEAN DS OVER SUBJECTS FOR SKELETON ANNOTATION FOR DIFFERENT

METHODS

Method Ours saRF Autocontext

HS 84.2 (± 6.5) 80.6 (± 6.8) 73.8 (± 9.3)
PC 81.6 (± 9.5) 74.7 (± 8.9) 67.5 (± 12.9)

W
ho

le

MM 74.8 (± 11.5) 68.9 (± 9.6) 61.9 (± 13.8)

HS 82.0 (± 11.5) 76.2 (± 11.9) 65.6 (± 16.4)
PC 78.8 (± 12.5) 70.6 (± 12.4) 63.6 (± 16.3)

R
ib

s

MM 71.2 (± 15.6) 66.7 (± 13.2) 56.4 (± 17.7)

D. Results

1) Comparison to other methods: In a first experiment, we
compared our method to two other methods: autocontext [32]
and saRF [24]. Autocontext was run for two iterations as this
gave the best results and with a tree depth reduced to 15 to
avoid overfitting. For a fair comparison, no regularisation was
applied to any of the methods. Weighted DS are shown in
table I for the whole skeleton and for the ribs.

Our method significantly outperformed saRF and autocon-
text for the task at hand, both considering the whole body and
the ribs only.

2) Relevant components of our method: In a second exper-
iment, we explored the influence of the different components
in our method and of the regularisation. Overall DS of 85.6,
83.8 and 77.4 were obtained for the three datasets respectively.

Results with hierarchical model but no trilateration features
(HM) on one hand and with trilateration features but no
hierarchical model (TF) on the other hand are shown in table
II. For the TF approach, the cascade was run for 5 iterations.
It showed that the trilateration features contributed more than
the hierarchical model to the increase in DS compared to
the saRF method. It also demonstrated that the hierarchical
model improved the DS by up to 2 points, depending on the
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dataset, but only when combined with trilateration features.
Without the trilateration features, the results with and without
the hierarchical model were similar. This was likely because
the trilateration features benefit from the supplementary cen-
troids generated by the hierarchical model whilst the Haar-like
features do not. The importance of the different features is
shown in the supplementary material.

TABLE II
MEAN DS OVER SUBJECTS FOR SKELETON ANNOTATION FOR VARIATIONS

ON OUR METHOD

Method Ours
(HM+TF)

HM TF

HS 84.2 (± 6.5) 81.3 (± 6.7) 84.4 (± 6.6)
PC 81.6 (± 9.5) 74.8 (± 8.9) 79.6 (± 7.5)

W
ho

le

MM 74.8 (± 11.5) 68.6 (± 9.9) 73.5 (± 9.1)

HS 82.0 (± 11.5) 76.9 (± 11.7) 80.7 (± 12.8)
PC 78.8 (± 12.5) 70.5 (± 12.3) 78.0 (± 10.9)

R
ib

s

MM 71.2 (± 15.6) 62.3 (± 13.7) 69.7 (± 13.5)

Results for different iterations and with regularisation are
shown in Fig. 6, 7 and 8. A table with DS for all iterations
can be found in the supplementary material. The cascaded
approach and its adaptive landmarks improved the segmenta-
tion scores. The largest difference was observed in the second
iteration, that was the first one using trilateration features. In
further iterations, landmarks were refined, which resulted in
better dense segmentations. In particular in the rib region, the
densely meshed landmarks helped distinguishing ambiguous
regions. For all datasets, the regularisation step also improved
the accuracy by better following anatomical borders.

The examples in Fig. 9 show that most errors occurred either
at the interfaces between two labels or in the ribs.

Fig. 6. DS for different groups of parts of the skeleton in the HS dataset,
without initial landmarks.

3) Initial landmarks: Our method can be used without
initial landmarks as done in the two previous experiments.
However, if landmarks are available for the data at hand, these
can be incorporated into the first classifier of the cascade in
our method. Using the healthy subjects and the prostate cancer

Fig. 7. DS for different groups of parts of the skeleton in the PC dataset,
without initial landmarks.

Fig. 8. DS for different groups of parts of the skeleton in the MM dataset,
without initial landmarks.

datasets, for which we had landmarks annotations available,
we tested the influence of these initial landmarks on the final
segmentation. Overall improvements in DS of 1.6 and 0.4
were observed for the healthy subjects and the prostate cancer
datasets respectively. Detailed results for all iterations can be
found in the supplementary material. For the prostate cancer
dataset, a plateau was reached at the third iterations and results
did not significantly change any more. This was most likely
due to the fact that, for the prostate cancer dataset, only 4
initial landmarks were available and these were not as accurate
as the 57 initial landmarks of the healthy subjects dataset.

4) Transfer experiment: To show the stability of the
method, we performed a transfer experiment, training on the
multiple myeloma dataset and predicting on the prostate cancer
dataset. This test is challenging because both datasets consist
of different modalities (contrast-enhanced CT vs non contrast-
enhanced CT) and have slightly different fields of view. No
cross-validation was done, since training and testing datasets
were different. Our method was used with the parameters
described above, but only one iteration in the first level of
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1 2 3 4 5 6

Fig. 9. First row: segmentation resulting from our method overlayed on the windowed CT image for two examples of each of the three datasets. Second
row: errors in the segmentations are shown in red. Most errors occured at the interfaces between two labels or in the ribs for the bones, and in close zones
of similar intensities for the organs (e.g. the trachea in columns 5 and 6). Column 6 shows a failure case for the left kydney. For columns 5 and 6, results of
bones and organs segmentation are presented on the same image but have been computed separately in experiments III-D1 and III-D5. More images in 3D
view can be found in the supplementary material.

the cascade. To obtain a fair comparison between methods,
no regularisation was used. Results are presented in table III.
Our method outperformed saRF and autocontext and obtained
a DS of 64.4 for the whole body. This was as expected lower
than when training and testing on the same type of dataset
but shows that our method was relatively robust to changes
in modality (contrast-enhanced vs non contrast-enhanced) and
imaging parameters, especially minor changes in field of view.
This was likely due to the use of the anatomical trilateration
features which do not depend on intensities in the image.

5) Organ segmentation: In a final experiment, we ex-
plored whether organ segmentation can be performed with
our method. Note that this is a more difficult task, because,
in contrast to skeleton annotation where a bone mask can be
easily computed, we did not use an organ mask and therefore
also needed to separate the background from the structures of

TABLE III
MEAN DS OVER SUBJECTS FOR SKELETON ANNOTATION IN TRANSFER

EXPERIMENT

Method Ours saRF Autocontext

Whole 64.4 (± 11.0) 57.9 (± 8.2) 54.0 (± 13.9)
Ribs 59.8 (± 14.9) 50.0 (± 10.1) 48.9 (± 17.9)

interest. In this experiment, a label was predicted for all voxels
inside the body, and ”background” was used as an additional
label for voxels that did not belong to any of the structures
being segmented.

We used the multiple myeloma dataset, because annota-
tion was available for various non-bony structures from the
VISCERAL benchmark [49]. In this experiment, the first
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Fig. 10. Organ segmentation for one subject from the MM Dataset using our
method, localising structures annotated in the VISCERAL Benchmark.

hierarchical level was used to separate the background from
the structures of interest (lungs, liver, spleen, kidneys, aorta,
trachea, psoas muscles), and the second to label the organs.
Centroids of the bones were provided as initial landmarks
to the classifier. No regularisation was done. An example is
depicted in Fig. 10. Detailed results for individual organs are
shown in table IV. For the lungs and the liver, our results were
close to the best ones obtained in the Visceral Benchmark 2015
[49]. For other organs, our method resulted in slightly lower
DS than the one obtained by the best benchmark participant.
Note however that the winning method [15] is a multi-atlas
method that has to perform a registration to each atlas for each
structure to segment. From the information given in [15], one
registration takes approximately 110-210s (with refinement).
With twenty atlases, the time needed for segmenting ten
organs is therefore close to five hours for one subject. The
computation time of multi-atlas methods also grows linearly
with the number of training subjects whilst the computation
time of our method is approximately constant with respect to
the quantity of training data.

The examples in Fig. 9 show that the algorithm has prob-
lems distinguishing between organs with similar intensities
that are close to each other. It can be seen in the confusion
between trachea and lungs as well as between stomach and
spleen. Nonetheless, the segmentation we obtained were good
enough to be used to perform lesion localisation in cancer
staging using PET/CT image data.

IV. DISCUSSION

The experiments showed that our method could achieve
bone annotation in contrast-enhanced and non-contrast en-
hanced CT with high DS and outperformed saRF and Autocon-
text for this task (see sec. III-D1). Even in the ribs, which are
the most challenging part to annotate due to similar appearance

TABLE IV
MEAN DS OVER SUBJECTS FOR ORGAN ANNOTATION

Our method Visceral [49]
Lungs 96.9 97.4
Liver 89.7 92.3
Spleen 80.1 87.4
Kidneys 72.9 92.5
Aorta 63.7 84.7
Trachea 74.1 93.1
Psoas muscles 74.8 85.4

and high variability amongst subjects, overall DS of over 78
were obtained for the healthy subjects and the prostate cancer
dataset. For the multiple myeloma dataset, the DS for ribs was
slightly lower, likely due to the larger variability in fields of
view.

The experiments also showed that, in particular when ini-
tial landmarks were missing, repeated iterations within the
cascaded approach with adaptive landmarks improved the
accuracy of the final annotations (see sec. III-D2), and that
the trilateration features were an essential component of our
method. The final regularisation ensured spatial smoothness of
the segmentation and helped disambiguating similar regions,
which was particularly important for the rib cage. This was
still valid if initial landmarks were available (see sec. III-D3).
Our method can therefore be combined with an automatic
landmark annotation method (e.g., the method described in
[50]) to obtain a fully automatic annotation pipeline with an
improved final result.

Our method is strongly based on the assumption that the
positions of structures relatively to one another are approxi-
matively constant among instances. While this assumption is
not fulfilled for example in natural images segmentation, it
holds for anatomical annotation in 3D medical image scans of
the trunk or whole body, because all patients of a dataset are
usually scanned with the same protocol, and in particular in
the same position. The transfer experiment (see sec. III-D4)
nonetheless showed that our method was relatively robust
to changes in imaging parameters, and could handle minor
changes in fields of view such as the ones present between
the multiple myeloma and the prostate cancer datasets.

In our approach, we used Euclidean centroids as landmarks
for our trilateration features due to their low computation time.
For non-convex structures however, in particular the ribs, the
centroid is not located within the structure. Whilst this does
not impede the computation of the trilateration features, other
ways of representing location, such as centre lines, should be
explored in future work.

Using the full method with 5 iterations in the second level
and regularisation took on average 13 minutes per patient.
However, our method also has the advantage of allowing each
user to choose his own trade-off between time and perfor-
mance by computing or manually adding initial landmarks or
not, choosing for each level of the cascade the number of
iterations wished and using regularisation or not. Using the
full method brought a gain of up to 7.0 overall DS and up
to 12.6 DS in the ribs for an average cost of 9 minutes per
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patient. The user’s individual trade-off therefore has to depend
on the performance needed for the given application.

When considering applications in oncology staging, it is
also interesting to note that our method was able to segment
diverse organs and muscles to an accuracy that is under the
state of the art but is sufficient for oncology applications (see
sec. III-D5). In PET/CT, for example, the detection of false
positive regions associated with specific organs can easily be
accomplished with the current accuracy. Coupled with the low
computation time of our method, it makes it usable in clinical
practice for example for lesion mapping at different time points
in cancer patients with a large number of lesions.

V. CONCLUSION AND OUTLOOK

We have developed a method for skeleton and organs
annotation in CT images that outperforms saRF and Auto-
context for skeleton annotation. Our method is based on a
cascaded RF combined with a hierarchical approach with
adaptive landmarks and a final CRF. It relies on anatomical
trilateration features that we introduced here and can annotate
the skeleton and different organs to an accuracy that will
enable lesion mapping and remapping for oncological staging
and handle the difficult task of generalisation between different
CT acquisition protocols. The user can choose his individual
application oriented trade-off between computation time and
performance by adapting the length of the cascade and the use
of regularisation. The reasonable computation time allows for
a clinical application of the method.

Since not only the position of structures relative to one
another, but also the shape of individual structures is approx-
imately constant among subjects, using shape aware features
like the one developed by Li et al. [51] and incorporating shape
models after each iteration as in [9] or as postprocessing of
the final result are promising research directions.
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