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Abstract

Whether to attract viewer attention to a particular object,
give the impression of depth or simply reproduce human-
like scene perception, shallow depth of field images are
used extensively by professional and amateur photogra-
phers alike. To this end, high quality optical systems are
used in DSLR cameras to focus on a specific depth plane
while producing visually pleasing bokeh.
We propose a physically motivated pipeline to mimic this
effect from all-in-focus stereo images, typically retrieved by
mobile cameras. It is capable to change the focal plane a
posteriori at 76 FPS on KITTI [13] images to enable real-
time applications. As our portmanteau suggests, SteReFo
interrelates stereo-based depth estimation and refocusing
efficiently. In contrast to other approaches, our pipeline
is simultaneously fully differentiable, physically motivated,
and agnostic to scene content. It also enables computa-
tional video focus tracking for moving objects in addition
to refocusing of static images. We evaluate our approach
on publicly available datasets [13, 33, 9] and quantify the
quality of architectural changes.

1. Introduction

Motivation. Around the turn of the millennium, Japanese
photographers coined the term bokeh for the soft, circu-
lar out-of-focus highlights produced by near circular aper-
tures [41]. To this day, bokeh is a sign of high quality
photographs acquired using professional equipment, closely
linked to the depth of field of the optical system in use [36].
Historically, producing such photos has been exclusively
possible with high-end DSLRs. Synthesizing the effect of
such high-end hardware finds application in particular in
consumer mobile devices where the goal is to mimic the
physical effects of high-quality lenses in silico [19]. Due
to the inherent narrow aperture of cost-efficient optical sys-
tems commonly used in mobile phones, the acquired image
is all-in-focus. This property hampers the natural image
background defocus often desired in many types of scene

Figure 1: SteReFo on video sequence of [13]. A disparity
map is computed from binocular images while a 2D tracker
provides a bounding box (green) to look up the focus depth
on the object of interest (the cyclist). With the retrieved
depth, the proposed differentiable refocusing stage (white
arrow) is utilized to refocus the input frame. The refocused
image is in focus in areas that are equal in depth to the cy-
clist (left) while closer (right) and more distant regions are
blurred.

capture, such as portrait images.
To address this problem a trend has emerged, where shal-
low depth of field images are computationally synthesized
from all-in-focus images [50], usually by leveraging a depth
estimation. In the rest of the paper we refer to this task as
refocusing.

Drawbacks of recent approaches. The portrait mode of
recent smartphones uses depth estimation from monocu-
lar [51] or dual-pixel [50] cameras. To circumvent depth
estimation errors, previous approaches rely heavily on seg-
mentation of a single salient object, making them limited to
scenes with a unique, predominant region of interest. More-
over, this restriction limits the applicability of the underly-
ing refocusing pipeline in other use cases such as object-
agnostic image and video refocusing.

Contributions and Outline. We present a general ap-
proach that utilizes stereo vision to refocus images and
videos (cf. Fig. 1). Our pipeline, entitled SteReFo, lever-
ages the state-of-the-art in efficient stereo depth estimation
to obtain a high-quality disparity map and uses a fast, dif-
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Figure 2: Computational refocusing of an image from [9]. On the left, one input image (from the stereo pair) together with
the intermediate disparity map is illustrated while the right part depicts a continuous sequential refocusing on depth planes
from far (1) to close (10). Note the smooth transition of the refocus plane, not feasible with segmentation approaches. Also,
note the physically motivated radial bokeh effect on the right traffic light in (7), (8) similar to the effects produced by high-end
DSLR equipment. Stereo imagery enables in particular high depth precision for sharp boundaries which can be observed e.g.
on the right side of the red car.

ferentiable layered refocusing algorithm to perform the re-
focusing (Fig. 3 shows the overall pipeline). A total run-
time of 0:14 sec (0:11 sec for depth and 0:03 sec for refo-
cusing) makes it computationally tractable for portable de-
vices. Moreover, our method is agnostic to objects present
in the scene and the user retains full control of both blur
intensity and focal plane (cf. Fig. 2). We also conduct a
study to assess the optimal way to combine depth informa-
tion with the proposed layered refocusing algorithm. Unlike
previous work, we quantify the refocus quality of our meth-
ods by means of a perceptual metric. More specifically, our
contributions are:

1. An efficient pipeline for refocusing from stereo im-
ages at interactive frame-rates with a differentiable
formulation of refocusing for modular use in neural
networks.

2. The proposal and study of novel architectures to com-
bine stereo vision and refocusing for physically mo-
tivated bokeh.

3. Both qualitative and quantitative analysis of our ap-
proach on synthetic and real images from Scene-
Flow [33], KITTI [13] and CityScapes [9].

4. A combination of 2D tracking and depth-based re-
focusing to enable computational focus tracking in
videos with tractable computational complexity.

To the best of our knowledge, SteReFo is the first method
that is jointly trainable for stereo depth and refocusing,
made possible by the efficient design of our differentiable
refocusing. Our model makes effective refocusing attain-
able, yet the approach does not require semantic priors and
is not limited in blur intensity. We show that it is possi-
ble to mimic the manual refocusing effects found in video
acquisition systems by autonomous parameter adjustment.

2. Related Literature
Large bodies of work exist in the domains of both vision-
based depth estimation and computational refocusing. We

Figure 3: The refocusing pipeline. A stereo pair of all-in-
focus images is processed by the depth estimation module
which outputs a disparity map. The disparity map together
with one input image and the refocus parameters are the
input for our efficient refocusing pipeline which leverages
the proposed layered depth of field to virtually set a focus
plane to refocus the input image.

briefly review work most relevant to ours, putting our con-
tributions into context.

2.1. Depth Estimation

Depth estimation from imagery is a well studied prob-
lem with a long history to perform estimation from im-
age pairs [43, 30, 47], from temporal image sequences
in classical structure from motion (SfM) [12, 22] and si-
multaneous localization and mapping (SLAM) [18, 35, 11]
and reasoning about overlapping images with varying view-
point [2, 26]. In addition, the task of single image depth
estimation has shown recent progress using contemporary
learning based methods [29, 14, 16, 32].

Monocular vision. Deep learning based monocular depth
estimation employ CNNs to directly infer depth from a
static monocular image. They are either trained fully super-
vised (with a synthetic dataset or ground truth from differ-
ent sensors) [10, 29] or leverage multiple cameras at train-
ing time to use photo-consistency for supervision [14, 40].




