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Abstract

This paper describes a novel method to acquire depth

images using a pair of ToF (Time of Flight) cameras. As

opposed to approaches that filter, calibrate or do 3D recon-

structions posterior to the image acquisition, we propose to

combine the measurements of the two cameras at the ac-

quisition level. To do so, we define a three-stages proce-

dure, during which we actively modify the infrared lighting

of the scene: first, the two cameras emit an infrared sig-

nal one after the other (stages 1 and 2), and then, simulta-

neously (stage 3). Assuming the scene is static during the

three stages, we gather the depth measurements obtained

with both cameras and define a cost function to optimize

the two depth images. A quantitative evaluation of the per-

formance of the proposed method for different objects and

stereo configurations is provided based on a simulation of

the ToF cameras. Results on real images are also presented.

Both in simulation and real images the stereo-ToF acquisi-

tion produces more accurate depth measurements.

1. Introduction

Time of Flight (ToF) cameras are active range sensors

that provide depth images at high frame-rates. They are

equipped with an infrared (IR) light source that illuminates

the scene, and a CMOS/CCD sensor that captures the re-

flected infrared light. The depth is measured based on the

time of flight principle, i.e. it is proportional to the time

spent by the IR signal to reach the scene and come back.

Depth measurements are obtained for each pixel of the sen-

sor, and together produce a depth image.

Fast acquisition of depth images is of great use in a wide

range of applications, e.g. in robotics, human machine in-

teraction and scene modeling [12]. Unfortunately, available

ToF cameras have a low resolution and are affected by dif-

ferent measuring errors [14]. These include noise caused

by the sensor; the systematic wiggling error due to the dif-

ficulty of generating sinusoidal signals; a non-linear depth

offsets dependent on reflectivity and integration-time; and
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Figure 1. Stereo ToF: two calibrated ToF cameras acquire mea-

surements under different IR lighting conditions. The measure-

ments are optimized to recover more accurate depth images.

the flying pixels generated by the superposition of signals at

depth inhomogeneities (edges). As a result, ToF depth mea-

surement’s uncertainty is important (in the order of cms).

Several approaches have been proposed that target the

improvement of the depth measurements, including differ-

ent ways to calibrate the ToF camera [14, 2, 17, 5, 16],

combining ToF cameras with single or stereo RGB cam-

eras [8, 6, 19, 1, 11], or using a sequence of depth images to

improve the resolution [4, 18]. There also exist methods that

combine the depth images of several ToF cameras to create

3D reconstructions [10]. In this paper, we focus on a dif-

ferent approach to improve the acquisition of depth images

using a pair of ToF cameras. Our method relies on a cali-

brated stereo-ToF configuration, as illustrated in Fig. 1 and

on an active control of the infrared lights. We devise an ac-

quisition where we alternatively turn on and off the lighting

of the two cameras, and acquire measurements in each light-

ing state. We propose then to optimize the depth images in

each camera based both on the measurements gathered dur-

ing three stages and the geometry of the stereo setup. To

the best of our knowledge this is the first attempt to im-

prove ToF depth images using changing infrared lighting

conditions and multiple views.

We provide, a quantitative evaluation based on a simula-

tion of the ToF cameras [9] under different levels of noise

and for varying geometric configurations of the cameras, as

well as experiments with real images, both showing the im-

provement on the accuracy of the depth measurements.



1.1. Related Work

Different methods have been proposed in the literature to

enhance the depth of ToF images. A common low-level ap-

proach is to calibrate the depth by fitting a non-linear func-

tion (e.g. B-splines or polynomial functions) that relates the

measured depth, intensity and amplitude at each pixel to

a corrected value of depth [2, 5, 14, 16]. It is also possi-

ble to compensate internal and environmental factors, like

the inner temperature, integration time, ambient tempera-

ture, light or object properties [17]. The method proposed

in this paper also aims at improving the depth accuracy, but

it differs from the methods above in that it combines several

measurements taken with a ToF stereo setup under changing

IR lighting conditions.

A second way to improve ToF depth images is by using

multiple cameras. Current multi-ToF systems focus on fus-

ing depth images to build 3D reconstructions, e.g. relying

on occupancy probability grids [10] or registering the point

clouds generated from different views [15]. There also ex-

ist approaches that combine ToFs with other type of cam-

eras. In [18, 7, 4], a ToF together with a high-resolution

color camera in a calibrated setup allows removing outliers,

smoothing the depth images and increasing the depth reso-

lution. Multiple view systems relying on a number of ToFs

and high-resolution color cameras have also been used to

create textured 3D reconstructions [10]. Our ToF stereo ap-

proach uses multiple (2) ToF cameras and no color cameras.

As opposed to [10, 15], we do not focus on building a 3D re-

construction; instead, we individually optimize each depth

image. With a similar goal, Bohme et al. [3] have used shad-

ing constraints and the photometric properties of the surface

to obtain impressive accuracy improvements. Our approach

mainly differs from [3] in that we optimize the depth im-

ages during the acquisition (by modifying it) and not after

the images are available.

The method proposed in this paper is novel first, in that it

relies on a stereo setup where the depth images are acquired

varying the IR lighting of the two cameras, and second, be-

cause it optimizes the depth images at the acquisition level

based on a modified measuring procedure and the stereo ge-

ometry. Note that the resultant optimized images can then

be post-processed with complementary filtering and calibra-

tion methods [2, 5, 14, 16], or combined to create a 3D re-

construction scene [10, 15].

2. Background: Monocular ToF Camera

In this section we recall the mechanism used by the ToF

cameras to recover depth images (refer to [13, 14] for a

more detailed explanation). The monocular principle de-

scribed here is extended in section 3 to the stereo setup.

To measure depth, a continuous ToF camera emits an in-

tensity modulated infrared light signal. The signal reflected

by a surface in the observed scene is then captured with a

CCD/CMOS sensor. Let the modulated emitted g(t) and
received S(t) signals be sinusoidals of the form:

g(t) = A · cos(ω · t) +B, (1)

S(t) = A′ · cos(ω · t+ ϕ) +B′, (2)

where A represents the amplitude and B the offset of the

emitted signal (respectively A′ and B′ for the received sig-

nal), ω is the modulation frequency (rad/s) and ϕ is the
phase shift of the received signal w.r.t. the emitted signal.

The depth at each pixel of the sensor is obtained by mea-

suring the time that the signal takes to travel from the cam-

era to the scene and back. This time-of-flight can directly

and unambiguously determined from the phase shift ϕ [13].
ϕ and the other parameters of the received signal S(t), A′

and B′, are recovered from discrete samples of the correla-

tion C(τ) between the emitted and received signals:

C(τ) = g(t)⊗S(t) = lim
T→∞

1

T

∫ T

2

−
T

2

g(t) ·S(t+τ) dt, (3)

where τ is the time of the evaluation of the convolution.
Replacing the sinusoidal signals (Eqs. 1 and 2) simplifies

the previous expression to:

C(τ) =
A′A

2
· cos(ω · τ + ϕ) +BB′. (4)

Only 4 samples per pixel are needed to recover A′, B′ and
ϕ. The 4 samples are taken at τ0 = 0, τ1 = π

2ω
, τ2 = 3π

2ω
,

τ3 = π
ω
, for which the correlation C(τ) is:

C(τ0) =
A′A

2
· cos(ϕ) +BB

′

, (5)

C(τ1) =−
A′A

2
· sin(ϕ) +BB

′

, (6)

C(τ2) =−
A′A

2
· cos(ϕ) +BB

′

, (7)

C(τ3) =
A′A

2
· sin(ϕ) +BB

′

. (8)

Eqs. 5 to 8 form a system of equations that allows recover-
ing in closed form S(t)’s parameters ϕ, A′ and B′ in terms
of the amplitude A and offset B of the emitted signal:

A
′ =

√

(C(τ3)− C(τ1))
2 + (C(τ0)− C(τ2))

2

2A
, (9)

B
′ =

C(τ0) + C(τ1) + C(τ2) + C(τ3)

4B
, (10)

ϕ = arctan

(

C(τ3)− C(τ1)

C(τ0)− C(τ2)

)

. (11)

Knowing the phase ϕ, the depth value λ of a pixel is:

λ =
c

2ω
· ϕ, (12)



where c is the speed of light. The depth image is formed
collecting λ for all pixels. In addition an image of ampli-
tudes A′ and an image of offsets B′ are obtained.

As discussed before several sources of error affect the

depth images. To improve the accuracy, we introduce next

a method that modifies the classical depth acquisition pro-

cedure to consider stereo ToF measurements taken under

different IR lightings.

3. Proposed ToF-stereo

Consider a calibrated stereo setup such as the one in

Fig. 1. We propose a stereo ToF acquisition, where a series

of measurements are taken with the two cameras while the

infrared lighting of the scene is actively changed. Our goal

is to find the optimal depth image in each camera, based

on these measurements and on the known geometry of the

stereo setup. The three lighting stages (shown in Fig. 2) are:

Figure 2. The three stages Stereo ToF acquisition.

Stage 1: Only the emitter of the left camera is active and

both cameras capture the reflected light. Each camera pro-

vides three images: depth, amplitude and offset.

Stage 2: Only the emitter of the right camera is active and

both cameras capture the reflected light (similar to stage 1

but changing the emitter).

Stage 3: The two lights emit simultaneously an IR signal

with the exact same modulating frequency1 and both cam-

eras capture the reflected light. The amount of light received

in each sensor is equivalent to the superposition of the re-

ceived signals when each IR light is independently active.

We assume that the scene is static during the three stages,

that the cameras work with the same IR wavelength and that

their modulating frequency is the same. Additionally, the

stereo configuration should be setup such that enough light

is reflected into the left and right cameras in order to make

valid measurements.

We now formally describe how to recover the parame-

ters of the received signals in the three described stages.

Consider the sinusoidal signals gl and gr used to modulate

1This is necessary since small differences in frequency lead to destruc-

tive interference. One way to ensure that both cameras have exactly the

same modulation frequency is to interconnect their clock and start signals.

the emitted IR light of the left and right ToF cameras re-

spectively. We denote with ω the common modulation fre-
quency of the two emitted signals, and with φlr the phase

shift between them. Then,

gl(t) =Al · cos(ω · t) +Bl, (13)

gr(t) =Ar · cos(ω · t+ φlr) +Br. (14)

After reflection on the scene, signals Sl and Sr are received

in the left and right cameras. As we detail next, these sig-

nals have a different form in the three stages. In each case,

we aim at recovering the amplitudes A′

l,r and A
′′

l,r, the off-

sets B′

l,r and B
′′

l,r, and the phase-shifts; where a single
′ in-

dicates the reflected signal is captured with the same cam-

era emitting the light, and double ′′ indicate the receiving

camera is different from the emitting one. As before, the

parameters are obtained by sampling the convolution of the

received (Sl,r) and the reference (gl,r) signals.

3.1. Stage 1

Let only the light of the left camera be active and emit

signal gl (Eq. 13). The received signals in the left and right
ToF sensors, denoted Sl1 and Sr1, have the form:

Sl1(t) =A′

l · cos(ω · t+ ϕl) +B′

l (15)

Sr1(t) =A′′

r · cos(ω · t+
ϕl + ϕr

2
+ φlr) +B′′

r . (16)

We seek to recover the parameters of the two signals, i.e.

the amplitudes (A′, A′′), offsets (B′, B′′), and phases (ϕl,
ϕl+ϕr

2
). Notice that in Eq. 16 the phase shift ϕl+ϕr

2
is re-

lated to the distance traveled by the signal from the left cam-

era to the reflecting surface, and then from the surface back

to the right camera. The total phase of Sr1,
ϕl+ϕr

2
+φlr, ad-

ditionally considers the phase shift φlr between the emitted

signals gl(t) and gr(t).
Similar to the monocular case, we use samples of the cor-

relation between the received and reference signals in each
ToF camera, which results in the following expressions:

Cl1(τ) = gl(t)⊗ Sl1(t) (17)

=
A′

lAl

2
· cos(ω · τ + ϕl) +BlB

′

l

Cr1(τ),= gr(t)⊗ Sr1(t) (18)

=
A′′

rAl

2
· cos(ω · τ +

ϕl + ϕr

2
+ φlr) +BlB

′′

r .

Using samples of Cl1(τ) and Cr1(τ) at times τ0 = 0,
τ1 = π

2ω
, τ2 = 3π

2ω
, τ3 = π

ω
, and Eqs. 9 to 11, we recover

the parameters of Sl1 and Sr1 per pixel and in each camera:

Left camera: we calculate the amplitude A′

l, offset B
′

l and

phase ϕl from the samples of Cl1(τ). Using λl =
c
2ω

· ϕl

(Eq. 12) we obtain a first depth estimate per pixel.

Right camera: from Cr1(τ)’s samples we compute the
phase ξ1 = ϕl+ϕr

2
+ φlr and the values of A

′′

r and B
′′

r .





estimates are computed, we compare them to the measure-
ments Cl3(τ) and Cr3(τ) according to Eqs. 21-22:

EC =
∑

τ

[

Cl3(τ)− Ĉl1(τ)− Ĉl2(τ)
]

2

+
∑

τ

[

Cr3(τ)− Ĉr1(τ)− Ĉr2(τ)
]

2

, (23)

where τ ∈
{

0, π
2ω

, 3π
2ω

, π
ω

}

. In summary, the optimal depth

λ̂∗

l is found by minimizing the cost function:

J = A
′

lEl +A
′

rEr + ρ1Elr + ρ2EC (24)

where the first two terms have been weighted by a confi-

dence value, obtained from the amplitudes of the received

signals, A′

l and A′′

r . Similarly ρ1 =
A′′

l
+A′′

r

2
. Finally, the

last two terms are multiplied by a constant weight ρ2.
The minimization is performed individually for every

pixel in the image and we optimize the left and right depth

maps separately. The optimization is solved using gradient

descent. Initial values are obtained from the measurements

in stage 1 and 2, λl and λr. Because each pixel is optimized

individually, it is easy to parallelize the computations in-

creasing the frame rate of the three-stage acquisition.

Handling occlusions and outliers. We test the visibil-

ity of every pixel in both cameras and skip occluded pixels

from the optimization. To detect occluded pixels, all depths

from one camera are converted to 3D points and projected

to the second camera. If several points project to the same

pixel in the second camera, only the foremost point (the

closest to the camera) is considered valid, all points behind

are marked as occluded. Also, only pixels in the field of

view of one of the two cameras are optimized. In the case

of depth measurements with big errors, initial estimates for

the depths will be far from their optimal value. Therefore

we use the divergence of the optimization in a given pixel

as an indicator of an outlier measurement.

4. Experimental Validation

In the following we provide a quantitative evaluation

based on a simulation of the stereo ToF system (Sec. 4.1),

and qualitative results with real depth images (Sec. 4.2).

4.1. Experiments with simulated ToF images

In order to quantitatively validate the proposed ap-

proach, we simulated a pair of ToF cameras relying on

the work of Keller et al. [9]. The simulation uses

a point light-source and a Lambertian reflection model

with a non-linear attenuation of the signal w.r.t. the

depth. The depth noise affects directly each measure-

ment Ci ∈ {Cl1, Cr1, Cl2, Cr2, Cl3, Cr3} and is modeled
as C̃i = αγ + (1 + β)Ci, where γ is a zero-mean Gaus-
sian noise and α = 1 and β = 0.00035 as suggested in [9].
We assume the radial distortion and systematic depth errors

have been corrected in advance. Finally, we consider a rigid

stereo setup with a phase shift φlr = 0 and set ρ = 100.
Using the stereo-ToF simulator we generate amplitude,

offset and depth images of different 3D models including a

teapot, a Budha, a dragon, an airplane and a plant. For each

object we evaluate the accuracy of the recovered depths for

increasing levels of noise. We further analyze the perfor-

mance of the approach under different configurations of the

stereo setup (changing the baseline and vergence2) and for

different depths of the object. For each configuration we

consider three different levels of noise and perform 10 ex-

periments per level. We report a reduction of the depth er-

ror for all the configuration using the ToF stereo. To obtain

the error we calculate the mean over all the optimized pix-

els and for the 10 experiments. Finally, we also compute

the percentage of optimized pixels w.r.t. the total number

of foreground pixels. This percentage is important for the

analysis of the results as the number of foreground pixels

depends on the size of the object and its distance to the cam-

era. Example depth images in Fig. 4 show the improvement

of the optimized depth surfaces (using 2 and 3 stages) w.r.t.

the original ToF depth images, where pixels with large er-

rors are depicted in red. The noise is reduced (as evidenced

by a fewer red pixels) using 3 stages rather than 2. For 3

stages one can also observe an improved behavior on flat

or smooth surfaces due to both cameras receiving higher

amounts of light allowing to recover better the scene details.

We summarize the quantitative results for the different con-

figurations and noise levels in Fig. 5. Graphs are explained

in details bellow.

Noise level: In this experiment we fix the stereo configu-

ration to a baseline of 10 cms and a vergence of 0◦. The
object is located at 1m from the camera. The depth error is
analyzed for different noise levels, from 0.01% to 0.14% of
the maximum grayscale variation that the sensor can mea-

sure, here 216 (16 bits per pixel)3. As shown in the graphs,
the mean error and standard deviations using the ToF stereo

are significantly reduced w.r.t. the originally noisy monoc-

ular depth images. The percentage of optimized pixels de-

creases for higher levels of noise, mainly due to the nois-

ier initial values handed to the optimization (outliers). The

third stage not only increases the accuracy and number of

optimized pixels, but also improves the results in curvature

discontinuities, see for instance Fig 4-Budha.

Distance to target: In this experiment the distance between

the observed object and the camera is changed from 0.8m

2The vergence is the deviation angle of the principal ray of each camera

from a line perpendicular to the baseline passing through the camera center.

Negative values indicate cameras look towards the interior of the setup.
3Remember the noise is applied to the source images Ci, thus the cor-

responding error in depth depends on the amount of received light. In

particular, due to attenuation, for the same level of noise inCi, the noise in

the depth increases exponentially w.r.t. distance of the camera to the object.



Figure 4. Comparison of the depth images recovered with a single ToF camera and with the proposed stereo ToF approach (Only images

from the left camera are shown). (top) Ground truth images. (2nd row) Depth images obtained with a single ToF camera and a level of

noise of 0.05%. (3rd row) Depth images obtained with the proposed stereo ToF using only 2 stages. (bottom) Depth images with the 3

stages of the stereo ToF. Red points on the surface show errors greater than 0.3cm.

to 3m. Standard values for the baseline (10cms) and the
vergence (0◦) are used. The experiment shows that as the
distance to the observed object increases, the percentage of

optimized points decreases. This is natural as the noise also

tends to increase with the distance, generating worse initial

values for the optimization. The depth error increases with

the distance but the percentage of the correction w.r.t. the

original noisy image is similar for the different values of

noise and distance. Bellow 80 cms there is a drop in the
percentage of optimized points because there is a smaller

number of common pixels in the two cameras (the object

lies very close to the camera and the vergence is 0◦). For
the last object representing a plant the percentage of opti-

mized pixels is lower due to the significant amount of depth

discontinuities that generate large noise values in the mea-

sured images.

Baseline: At a distance of 1m from the object, the baseline
of the stereo setup is varied (from 10 to 90cms) and the ver-
gence is automatically adjusted such that the principal rays

of the cameras point to the center of the observed object.

For the tested objects, the improvement of the stereo ToF

is only slightly affected by changes in the baseline. How-

ever, the quantity of optimized pixels decreases due to the

cameras having less common pixels for larger baselines.

Vergence: Using a baseline of 10cms and locating the ob-
ject at 1m from the setup, we vary the vergence of the two

cameras. The improvement in the optimized pixels remains

constant for vergences around 0◦. However, the percentage
of optimized pixels depends on the number of pixels visible

simultaneously in the two views. In the case of very low

or high vergences, the cameras have very few or no com-

mon pixels, resulting in small percentage of the optimized

pixels. The behavior of the stereo-ToF according to the ver-

gence also depends on the observed object, high curvature

surfaces may generate occlusions which also have an effect

on the number of common pixels visible in the two views.

4.2. Experiments with real images

We performed experiments with a real ToF stereo setup

(using 2 and 3 stages) for different scenes. We show a selec-

tion of the results in Fig. 6. For the planar surface, details of

the board are better observed in the two optimized images.

The transversal view shows a reduction of the noise with

the stereo ToF w.r.t. a single depth image (the plane looks

flatter). Notice, that using 3 stages improves the details of

the plug on the wall. For the experiments with the shelf

and books one can observe enhancements in the borders and

frontal faces. In the kitchen, the noise of the cups and the

tablet are reduced leading to smoother surfaces. The opti-

mized part of the teapot is smoother using 3 stages rather

than 2. Additionally, in all the cases, the stereo setup allows

detecting and eliminating the pixels which are occluded or

inconsistent between the two views (shown in gray). In gen-
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Figure 5. Evaluation of the depth error (in mm) and percentage of optimized points for ToF camera and monocular ToF camera w.r.t. the

ground truth against changes in the noise level, distance to the object, baseline and vergence for different objects.

eral, the optimization using 3 stages recovers more details,

further reduces the noise and results in more pixels being

optimized pixels than when using only 2 stages. One ad-

vantage of the third stage is the increased amount of emit-

ted light which reduces the uncertainty of the measurements

and thus has a higher signal-to-noise ratio. To avoid sensor

saturation it is important to adjust the integration time of the

camera according to the distance to the scene.

5. Discussion and Conclusions

We have proposed a novel stereo ToF depth acquisition

method that exploits the physical properties of ToF devices

and integrates measurements from the two cameras at a

low-level. The 3-stages acquisition method permits obtain-

ing redundant measurements that are used together with the

geometry of the stereo setup to optimize the depth values

per pixel. The optimization considers six measurements

acquired under three different infrared lighting conditions

from two points of view. Results on simulated and real

data show that the proposed method produces more accurate

depth images for reasonable stereo configurations. We fo-

cused on keeping high acquisition rates, and thus proposed

an optimization method that works pixel-wise, which en-

ables real-time implementations. Nevertheless, regulariza-

tion terms could be incorporated to enforce surface smooth-

ness and photometric models could be considered to relate

the normals and reflection properties of the surface with

the measured values by the ToF camera [3]. Since the re-

sult provides two optimized depth images, the proposed

methodology can be combined with complementary meth-

ods for depth calibration [14] and/or as an improved input

to 3D reconstruction algorithms that combine several ToF

images [10, 15]. Finally, the approach can be extended to

more cameras (or lighting units) by increasing the number

of stages (not all combination of stages are required).
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