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Abstract

Endobronchial Ultrasound (EBUS) has become a valuable tool for guidance during bron-

choscopic interventions. In this thesis a calibration method and associated phantom are de-

veloped. This calibration allows for the estimation of the spatial relationship between the

optical camera of a bronchoscope and the integrated ultrasound transducer, without the

need for a tracking sensor.

Knowledge about this spatial relation, in conjunction with a model of the perspective pro-

jection of the camera, enables the mapping of points from the ultrasound into the camera

image, and of points from the camera images to lines in the ultrasound image. A possible

application for this is the compounding of freehand 3D ultrasound directly within a CT vol-

ume. For this, the position of the camera is first determined via an image based camera to

CT registration, and the spatial relation is then applied to find the position of the ultrasound

plane in CT coordinates.

The proposed method is based on an automatic pose estimation for the camera using a dot

pattern. A method based on Z-fiducial pose estimation with hollow rubber tubes is used for

the ultrasound plane.

After the required geometrical properties of the phantom are approximated, a precise spec-

ification is developed, a phantom is built and the resulting geometry is measured with an

optical tracking system.

The achievable accuracy of the proposed calibration method is evaluated. The calibration

is compared to another calibration method based on the established hand-eye and single-

wall techniques using an electromagnetic tracker for the latter method. The new phantom

based calibration is found to be more robust, producing an average transformation with a

smaller backprojection error than the established techniques. Calibrations can also be per-

formed much faster with the phantom and do not require a tracking system, thus rendering

it an interesting alternative to the established methods.
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CHAPTER 1. INTRODUCTION

Chapter 1

Introduction

This thesis deals with the development of a calibration procedure for endobronchial
ultrasound. A method is developed to find the spatial relation between the embedded fi-
breoptic camera and the miniature ultrasound transducer of a bronchoscope. The proposed
method requires no external tracking solution for the calibration itself. Knowledge about the
spatial relation, together with a model of the perspective projection of the camera system
allows for the mapping from points in the ultrasound image into the camera image, and
from points in the camera image to lines in the ultrasound image.

This chapter details the medical background to interventions using bronchoscopes, ul-
trasonography and navigated bronchoscopies. Chapter 2 covers the technical background of
optical camera calibration, tracked ultrasound calibration and the technological equipment
used to perform these. Chapter 3 develops the problem statement of this thesis. The chapters
4, 5, 6, 7 contain the design and implementation of the phantom, the calibration method and
the results and conclusions, respectively.

1.1 Cancer Statistics

Three measures are used to describe the burden of cancer on a population: incidence,
mortality and prevalence [64]. Incidence is the amount of new cases occuring in the popu-
lation in one year, expressed either as a total amount or a ratio of cases per 100.000 people.
Mortality is the number of deaths induced by a cancer. If the fatality of a cancer is the
proportion of cases who die, the mortality is the product of incidence and fatality. Finally,
prevalence is the amount of people living with a certain cancer, at one point in time.
In a study on global cancer statistics for 2002, Parkin et al. [64] find a global incidence for all
types of cancer of 10.9 million people, a mortality of 6.7 million people and a prevalence of
24.6 million people. Of these cases, lung cancer has the highest incidence with 1.3 million
cases. The mortality is also the highest of all cancers with 1.18 million deaths. The ratio of
incidence to mortality of 0.78 shows that this cancer also has a high fatality.

Computed Tomography (CT) is a valuable tool in diagnosing lung cancer. As a first
stage of diagnosis, possibly cancerous nodules can be identified in a CT scan. To reach a

1



CHAPTER 1. INTRODUCTION

conclusive diagnosis, tissue samples must then be obtained, and depending on the location
within the lung a bronchoscopy may be performed.

1.2 Bronchoscopy

In a bronchoscopy, a flexible endoscopic tool is inserted into a patient’s lung without
any incisions through the mouth or the nose. The bronchoscope has a fibreoptic camera sys-
tem, which provides the operator with an inside view of the lung for orientation. It also
has a working channel, through which various instruments can be inserted to perform vari-
ous medical tasks. It is fundamentally important for the diagnosis, staging and subsequent
treatment of cancer to obtain samples of the cancerous tissue for histological analysis [78].
This procedure is generally called biopsy. For lung cancer, the location of the lesions within
the lung indicates the method to perform a biopsy. For peripheral lesions, e.g. those lying

IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. 17, NO. 5, OCTOBER 1998 703

Registration of Real and CT-Derived Virtual
Bronchoscopic Images to Assist

Transbronchial Biopsy
Ivan Bricault,* Gilbert Ferretti, and Philippe Cinquin

Abstract—This paper describes research work motivated by an
innovative medical application: computer-assisted transbronchial
biopsy. This project involves the registration, with no external
localization device, of a preoperative three-dimensional (3-D)
computed tomography (CT) scan of the thoracic cavity (showing
a tumor that requires a needle biopsy), and an intraoperative
endoscopic two-dimensional (2-D) image sequence, in order to
provide assistance in transbronchial puncture of the tumor.

Because of the specific difficulties resulting from the data being
processed, a multilevel strategy was introduced. For each analysis
level, the relevant information to process and the corresponding
algorithms were defined. This multilevel strategy, thus, provides
the best possible accuracy.

Original image processing methods were elaborated, deal-
ing with segmentation, registration and 3-D reconstruction of
the bronchoscopic images. In particular, these methods involve
adapted mathematical morphology tools, a “daemon-based” reg-
istration algorithm, and a model-based shape-from-shading algo-
rithm.

This pilot study presents the application of these algorithms
to recorded bronchoscopic video sequences for five patients. The
preliminary results presented here demonstrate that it is possible
to precisely localize the endoscopic camera within the CT data
coordinate system. The computer can thus synthesize in near real-
time the CT-derived virtual view that corresponds to the actual
endoscopic view.

Index Terms— Augmented reality intervention, computer-
assisted medical intervention, multilevel model-based image
analysis, registration of preoperative (CT) and intraoperative
(endoscopy) images.

I. INTRODUCTION

A FUNDAMENTAL step in the diagnosis and staging of
lung cancers involves obtaining histological samples;

however many hilar lymphatics or mediastinal tumor forma-
tions are invisible during bronchoscopy and not accessible to
a transthoracic biopsy (Fig. 1). In this case, a transbronchial
needle biopsy is a minimally invasive alternative to me-
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P. Cinquin is with the TIMC-IMAG, Institut Albert Bonniot, 38706 La
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Publisher Item Identifier S 0278-0062(98)09095-8.

Fig. 1. Usefulness of transbronchial biopsy. Endoluminal invasive lesion
(left, top): here, a conventional bronchoscopy allows biopsy with a direct vi-
sual control. Peripheral lesion (left, bottom): here, the lesion may be accessible
by a transthoracic needle biopsy procedure. Hilar or mediastinal lesion (right):
here, a transbronchial needle biopsy is a very valuable procedure, because the
tumor detected in the computed tomography (CT) slices is invisible but most
accessible with bronchoscopy.

diastinoscopy or mediastinotomy, and thus a very valuable
procedure [1].

Nevertheless, the transbronchial biopsy procedure involves
a “blind” puncture without direct visual control on the le-
sion. Therefore, when no specific assistance is provided, this
technique requires a substantial training period [2], which can
explain why the transbronchial biopsy remains under utilized
despite its potential benefits [3].

Computer assistance can promote transbronchial biopsy.
The computer can reconstruct three-dimensional (3-D) endo-
luminal views from CT data (virtual bronchoscopy) [4], [5].
When preparing a transbronchial biopsy, virtual views can help
in preoperative planning of an optimal needle trajectory [6],
[7].

But virtual bronchoscopy provides only preoperative assis-
tance. The aim of computer-assisted transbronchial biopsy is
to provide intraoperative assistance: during the endoscopic
procedure, the operator wants to see, in real-time, the exact
virtual view (computed from CT data) that corresponds to the
current endoscopic real view, i.e., the virtual view must follow
the movements of the fiberoptic camera inside the bronchial
tree. Thus, the operator benefits from an augmented reality
technique: extraluminal elements detected on CT enhance
endoscopic perception (Fig. 2).

0278–0062/98$10.00 1998 IEEE
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Figure 1.1: Different location scenarios for lung cancer lesions and indicated biopsy tech-
niques. Image courtesy of Bricault et al. [10].

near the surface of the lung or on the chest wall, a transthoracic needle biopsy is indicated.
Through a small incision, a needle is inserted into the lesion directly from the outside. This
procedure is quick and simple, but it cannot reach lesions which are located deeper within
the lung. Endoluminal invasive lesions are inside the lung, but are visible on the inner lung
surface. A conventional bronchoscopy allows for a direct, optically controlled biopsy here.
The lesions most difficult to reach are hilar or mediastinal, e.g. lying under the inner sur-
face of the lung. The traditional procedures, mediastinoscopy and mediastinotomy are both
fairly invasive prodcedures. Although these lesions cannot be seen on the camera image of
a bronchoscope, a transbronchial needle aspiration (TBNA) can be performed with a ’blind’
puncture at the right spot [78]. This requires a substantial amount of training [22]. Several ap-
proaches to provide guidance for transthoracic needle biopsies exist. The movement of the
bronchoscope is often viewed under fluoroscopy, but in this case especially small solitary
pulmonary nodes (SPNs) are not visible. There are special bronchoscopes with an embed-
ded endobronchial ultrasound (EBUS) probe in use, which can help in the location of lesions
not visible under fluoroscopy. Another aproach is the tracking of the bronchoscopes position
with a computer system and provision of a navigation interface to the user.

2



CHAPTER 1. INTRODUCTION

1.2.1 Endobronchial Ultrasound

been reported7 to improve the yield of TBNA.
Direct transesophageal US-guided fine-needle aspi-
ration of mediastinal lymph nodes has been report-
ed8 to have a major impact on patient management.
To our knowledge, there are no reports of direct
real-time EBUS-guided TBNA of mediastinal and
hilar lymph nodes under local anesthesia.

A new convex probe (CP) EBUS with the ability to
perform real-time TBNA under direct US guidance
was developed in collaboration with Olympus Cor-
poration (Tokyo, Japan). We first performed prelim-
inary studies on surgical specimens using this new
ultrasound puncture bronchoscope on resected sur-
gical lung specimens from patients with a primary or
secondary lung malignancy.9 We undertook the cur-
rent study to assess the clinical utility of the newly
developed ultrasound puncture bronchoscope to vi-
sualize and perform real-time TBNA of the medias-
tinal and hilar lymph nodes under direct CP-EBUS
guidance.

Materials and Methods

Patients

Between March 2002 and September 2003, 70 patients having
mediastinal and/or hilar lymphadenopathy of � 1 cm and with
known or suspected malignancy were included in the study. A
chest radiograph and CT scan of the chest (plain and contrast-
enhanced) were performed in all patients.

Written informed consent was obtained from all the patients
included in the study. Conventional flexible bronchoscopy
(model BF-240 bronchoscope; Olympus; Tokyo, Japan) was first
performed in a standard fashion to examine the tracheobronchial
tree, followed by CP-EBUS using the new ultrasound puncture
bronchoscope (model XBF-UC260F-OL8; Olympus). Both bron-
choscopy procedures were performed with the patient under
local anesthesia and sedation (ie, midazolam) by the same
operator.

CP-EBUS

The CP-EBUS was developed by integrating a convex trans-
ducer with a frequency of 7.5 MHz at the tip of a flexible
bronchoscope, an ultrasound puncture bronchoscope, in collab-
oration with Olympus Optical Co., Tokyo, Japan (Fig 1, top, A).
This CP-EBUS is a linear curved-array transducer that scans
parallel to the insertion direction of the bronchoscope. Images
can be obtained by directly contacting the probe or by attaching
a balloon to the tip and inflating it with saline solution (Fig 1,

bottom, B). The ultrasound image is processed in a dedicated
ultrasound scanner (model EU-C2000; Olympus) and is visual-
ized along with the conventional bronchoscopy image on the
same monitor. The ultrasound images can be frozen, and the size
of lesions can be measured in two dimensions by the placement
of cursors. This system also has a Doppler mode.

The outer diameter of the insertion tube of the flexible
bronchoscope is 6.7 mm, and that of the tip is 6.9 mm. The angle
of view is 90°, and the direction of view is 30° forward oblique.
The inner diameter of the instrument channel is 2.0 mm. A
dedicated 22-gauge needle was developed to perform transbron-
chial aspiration (Fig 1, bottom, B). The inner diameter of this
needle is nearly equal to that of a conventional 21-gauge needle,
which allows the sampling of histologic cores in some cases. The
needle is also equipped with an internal sheath, which is with-
drawn after passing the bronchial wall, avoiding contamination
during TBNA. The exit of the needle is at 20° with respect to the
outer covering of the insertion tube. The needle can be visualized
through the optics and on the ultrasound image.

Procedure

Bronchoscopy procedures were performed orally. Following
conventional flexible bronchoscopic examination of the tracheo-
bronchial tree, CP-EBUS was performed to first identify the
lymph nodes and the surrounding vessels. Lymph nodes were
identified according to the International Staging System.10 Blood
vessels were further confirmed using the Doppler mode. The
dimensions of the lymph node seen on the CP-EBUS were
recorded from frozen US images. A dedicated TBNA needle was
inserted through the working channel of the bronchoscope, and
the designated lymph node was punctured under direct EBUS
guidance. The aspirated material was smeared onto glass slides.
Smears were air-dried as well as fixed in 95% alcohol. Dried

From the Department of Thoracic Surgery, Graduate School of
Medicine, Chiba University, Chiba, Japan.
Manuscript received October 30, 2003; revision accepted Feb-
ruary 18, 2004.
Reproduction of this article is prohibited without written permis-
sion from the American College of Chest Physicians (e-mail:
permissions@chestnet.org).
Correspondence to: Takehiko Fujisawa, MD, Professor and
Chairman, Department of Thoracic Surgery, Graduate School of
Medicine, Chiba University, 1–8-1 Inohana, Chuo-ku, Chiba
260-8670, Japan; e-mail: fujisawat@faculty.chiba-u.jp

Figure 1. Top, A: tip of the ultrasonic puncture bronchoscope
(CP-EBUS; model XBF-UC260F) with the linear curved-array
ultrasonic transducer. Bottom, B: the balloon attached to the tip
of the bronchoscope is inflated with normal saline solution, and a
dedicated TBNA needle is inserted through the working channel.
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A new convex probe (CP) EBUS with the ability to
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developed ultrasound puncture bronchoscope to vi-
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tinal and hilar lymph nodes under direct CP-EBUS
guidance.
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chest radiograph and CT scan of the chest (plain and contrast-
enhanced) were performed in all patients.

Written informed consent was obtained from all the patients
included in the study. Conventional flexible bronchoscopy
(model BF-240 bronchoscope; Olympus; Tokyo, Japan) was first
performed in a standard fashion to examine the tracheobronchial
tree, followed by CP-EBUS using the new ultrasound puncture
bronchoscope (model XBF-UC260F-OL8; Olympus). Both bron-
choscopy procedures were performed with the patient under
local anesthesia and sedation (ie, midazolam) by the same
operator.

CP-EBUS

The CP-EBUS was developed by integrating a convex trans-
ducer with a frequency of 7.5 MHz at the tip of a flexible
bronchoscope, an ultrasound puncture bronchoscope, in collab-
oration with Olympus Optical Co., Tokyo, Japan (Fig 1, top, A).
This CP-EBUS is a linear curved-array transducer that scans
parallel to the insertion direction of the bronchoscope. Images
can be obtained by directly contacting the probe or by attaching
a balloon to the tip and inflating it with saline solution (Fig 1,

bottom, B). The ultrasound image is processed in a dedicated
ultrasound scanner (model EU-C2000; Olympus) and is visual-
ized along with the conventional bronchoscopy image on the
same monitor. The ultrasound images can be frozen, and the size
of lesions can be measured in two dimensions by the placement
of cursors. This system also has a Doppler mode.

The outer diameter of the insertion tube of the flexible
bronchoscope is 6.7 mm, and that of the tip is 6.9 mm. The angle
of view is 90°, and the direction of view is 30° forward oblique.
The inner diameter of the instrument channel is 2.0 mm. A
dedicated 22-gauge needle was developed to perform transbron-
chial aspiration (Fig 1, bottom, B). The inner diameter of this
needle is nearly equal to that of a conventional 21-gauge needle,
which allows the sampling of histologic cores in some cases. The
needle is also equipped with an internal sheath, which is with-
drawn after passing the bronchial wall, avoiding contamination
during TBNA. The exit of the needle is at 20° with respect to the
outer covering of the insertion tube. The needle can be visualized
through the optics and on the ultrasound image.

Procedure

Bronchoscopy procedures were performed orally. Following
conventional flexible bronchoscopic examination of the tracheo-
bronchial tree, CP-EBUS was performed to first identify the
lymph nodes and the surrounding vessels. Lymph nodes were
identified according to the International Staging System.10 Blood
vessels were further confirmed using the Doppler mode. The
dimensions of the lymph node seen on the CP-EBUS were
recorded from frozen US images. A dedicated TBNA needle was
inserted through the working channel of the bronchoscope, and
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Figure 1.2: Endobronchial ultrasound (EBUS) tool tip containing transducer, camera, work-
ing channel exit (A). Image (B) shows inflated baloon and aspiration needle emerging from
working channel. Images courtesy of Yasufuku et al. [84].

Recently, conventional camera-based bronchoscopes have been enhanced with the
inclusion of a miniature ultrasound transducer. These devices help locating mediastinal
or hilar lesions for accurate biopsy needle guidance. The ultrasound images can show
lesions which may not be visible under fluoroscopy, and help to improve the success rates
of biopsies. However, the manipulation of the probe inside the lung is difficult, and it is
impractical to scan large areas of the lung. Thus, the approximate location of the lesions need
to be known in advance. Also, the size of the instrument is greater due to the embedded
ultrasound transducer, limiting the depth to which it can be inserted into the lung and thus
the reachable positions.

Ultrasonography is one of the most commonly used imaging modalities in medicine.
In its basic form, it provides two-dimensional images of a patients anatomy in real-time
by emitting high-frequency sound waves and analyzing the echo. It requires neither the
application of radiation nor special operating environments. Different anatomical regions
of a patient can be imaged directly by simply moving the ultrasound probe. Compared
to other well established imaging modalities such as Computed Tomography or Magnetic
Resonance Imaging it is relatively cheap, and usually does not cause the patient any
discomfort. It is well suited for imaging soft tissues, however since the sound waves do
not penetrate bones well, these cannot be imaged, and, furthermore, may obstruct the view
on tissue behind them. As a further limitation, ultrasound waves do not propagate well
through air, requiring the probe to be in close contact to the surface, usually coupled with a
water-based gel. Since the transducer of an EBUS cannot always easily be pushed against
the lung surface, a baloon is often placed around it, which is then inflated with water.
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1.2.2 Navigation

Locating lesions or other points of interest inside the lung can be supported by computer
systems and CT or MRI datasets. Virtual bronchoscopy (VB) is a simulation of a real
bronchoscopy (RB) on a computer terminal, controlled with a mouse or similar input
device. The view of a virtual bronchoscope is generated from the three-dimensional datasets
in real-time, as the virtual bronchoscope can be moved to examine a patient’s anatomy
[30, 70, 57, 38]. This allows the surgeon to observe the planned trajectory of the bronchoscope
from all positions and directions. Quantitative measurements can be done on-the-fly and
even the visualization of anatomy beyond the organ walls is possible. The logical extension

Author's personal copy

trast, when subblocks become small (more divisions), no subblock
affects image similarity greatly. As can be seen in the figure, the
image similarity does not have a sharp peak (i.e. M ¼ N ¼ 50) for
more divisions. The image similarity also decreases (i.e.
M ¼ N ¼ 10) for fewer divisions. The size of M ¼ N ¼ 30 is consid-
ered to be an appropriate choice.

Our method could not extract appropriate regions in the image
shown in Fig. 9 due to low contrast intensity values. Further
improvements are required to select such areas.

4.2. Tracking performance

As you can see from the results listed in Table 2, Method II sig-
nificantly improves tracking in most cases. In Path A of Case 8, we
succeeded in continuous tracking for 1600 images. Methods I fails
in tracking after the bronchoscope enters the right main bronchus,
while Method II succeeds (see Fig. 6). This is because a character-
istic bifurcation disappears after the main bifurcation (carina) for
30 images (k ¼ 1940 to 1970). Since Method II selects folds and
edges on RB images, it succeeds in tracking (see column AðkÞ after
k ¼ 1940). Methods I also fails after the bronchoscope enters the
left main bronchus (see Fig. 6b). Method II can track the broncho-
scope successfully. The main bifurcation, which is a characteristic
structure, disappears after k ¼ 140 in Fig. 6b. Since Methods I aver-
aged image similarities, it failed in tracking for areas where fewer
characteristic structures could be observed. Method II effectively
selects folds on the bronchus wall and calculates image similari-
ties. This is why it succeeds after the main bifurcation disappears.
On Path A of Case 3, bubbles appeared on 170 images out of 873

images. Since bubbles mostly appeared only on parts of images,
it is still possible to observe fold patterns or bifurcations. As seen
in Fig. 6c, Method II could select characteristic structures even if
bubbles appeared. Methods I however was affected by those bub-
bles due to employing an averaging type image similarity, and
failed after k ¼ 1640. In both methods, the occurrence of bubbles
does not always cause tracking to immediately fail. Since we are
using an iterative method of camera tracking, small degrees of
inappropriate estimates due to bubbles are accumulated over
many bubble images. This leads to fatal failure in tracking. Our
method does not yet have a function to stop camera motion esti-
mates in images where many bubbles can be observed. We intend
to do this in future work.

Method I took about 1.76 s to process one RB image, whereas
Method II only required 0.95 s. This is because VB images and im-
age similarities were computed only inside selected subblocks. Our
proposed scheme to compute image similarities has a very sharp
minimum at the registered point (see Fig. 10). This also decreases
the computation time, since iteration soon converges with the
Powell method. Although our method decreases computation time,
this is far from real-time tracking. To maintain a good registration,
we need to do it for 10 images per second at least (every third im-
age of RB). To achieve a real-time tracking system, we should im-
prove processing speed so that it is about 10 times faster than
the one of the current system. Further improvements in tracking
will be possible by utilizing multiple computers or GPUs. Currently,
some researchers report that the GPU is quite useful for reducing
the computation time. Also, faster volume rendering is possible
by using the GPU (Kruger and Westermann, 2003). Since volume
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Fig. 10. Comparison of measured similarity values computed with Eqs. (6) and (8), when the VB camera is moved along the viewing direction from a registered pose
(�10 mm to 10 mm). (a) RB image used to evaluate the change in similarity values. (b) Example of a VB image corresponding to the input RB image. (c) Examples of selected
subblocks. (d) Output of image similarities. The straight and dashed lines are outputs for Eqs. (6) and (8), respectively. The range of each output is normalized to have a
maximum value of 1. The proposed image similarity has a sharp minimum at zero (registered position).
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Figure 1.3: Real bronchoscopy image (RB, left) and CT-derived virtual bronchoscopy image
(VB, right) used for registration. Image courtesy of Deguchi et al. [23].

to this system is to provide its additional information during the actual intervention [36, 37].
This requires the continuous tracking of the camera’s position and orientation with respect
to the coordinates of a preoperative CT scan. Additional information from this scan can
then be fused into the camera image, and furthermore the bronchoscope tip’s location can
be shown on the CT slices, providing the surgeon with a live map for orientation.

The major challenge for navigated bronchoscopy systems is the accurate location of
the bronchoscope with respect to the CT data. Electromagnetic tracking equipment can be
used, since it does not require a line of sight to the tracking targets. (Refer to section 2.1 for
details on tracking systems.) Measurement inaccuracies are a major challenge, resulting both
from the characteristics of electromagnetic tracking and the distortion caused in the soft
tissue during breathing. While this type of tracking is valuable for getting an approximate
position, the accuracy is not sufficient for robust localization [72].

Bricault et al. [10] first proposed a system which used the registration of RB and VB
images to find the camera’s position and orientation. Here, the virtual camera is moved
around, and the resulting images are compared to the real video image. By maximizing the
similarity between the two, the position of the camera in the lung is found. This approach
generates accurate position data, however it needs a good initial guess for the position
and is sensitive to defining features in the video images, such as bifurcations. If the image
is obscured through coughing or bubbles in the lung, or shows just a homogeneous pink
lung wall, no position can be estimated. Furthermore, if the position is lost during quick
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movement, recovery based on image registration alone may be difficult, since there is no
longer a good initial guess for the position available.
Helferty et al. [35] later introduced a refined method for image registration based on mutual
information, which is more robust against visible image features. Another system was
proposed by Mori et al. [56] which also uses only RB and VB images. Their system used a
two-step method, which first computes an approximate camera motion estimate using RB
video analysis, followed by an accurate RB to VB image registration using mean squared
errors or cross correlation algorithms. They later also developed a hybrid approach, in
which the bronchoscope is tracked electromagnetically to provide initial guesses for a
subsequent image based registration [58].
Merritt et al. [53] improved on the previous systems with a method capable of real-time
image registration in unter 1/15th of a second, allowing for greatly improved system re-
sponse and accuracy. Another approach by Deligianni et al. [24] used a shape-from-shading,
pq-based registration approach in combination with a deformable breathing model. They
also used an EM tracking system to recover from situations where image registration is not
possible, and an improved VB image renderer based on bidirectional reflectance distribution
function (BDRF) recovering [17].
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Chapter 2

Technical Background

This chapter depicts the technical resources and methods used to design, build and mea-
sure the proposed calibration technique. The first section describes methods for tracking ob-
jects in 3D space. Even though the actual calibration does not require a tracking system, both
optical and electromagnetic tracking systems were used during design and construction of
the phantom, as well as during the experiments. The second section details camera calibra-
tion methods. The third section covers ultrasound calibration, and the last section details the
bronchoscope used in this thesis.

2.1 Tracking

This section explains optical and electromagnetic tracking in more detail. Tracking sys-
tems in general allow for the location of an object within a confined space. This localization
is relative to a base unit’s coordinate system which is often itself registered to another coor-
dinate system. There are four different technologies commonly used, which are mechanical,
acoustical, electromagnetic and optical tracking solutions. A detailed description of track-
ing technologies can be found in [54, 18]. In mechanical tracking, the position of an object
attached to a flexible arm is computed from the angles of its joints. This tracking method is
accurate, however one arm can only track one object [18].
Acoustical tracking is achieved by emitting ultrasound from speakers which is then received
by a microphone. Using either a time of flight or phase shift approach, the distance between
speaker and microphone can be computed, and for multiple distances a position can be tri-
angulated [18].

2.1.1 Optical Tracking

Optical tracking systems use infrared light to locate features of a structure with a known
geometrical configuration. If these features are detected through at least two cameras, the
location and orientation of the structure in space can be accurately reconstructed. For this,
the target structure needs to be located within a tracking volume, which is bound by the
construction of the tracking device. The target structure itself can either be active or passive,
and hybrid tracking systems exist which can locate both types of targets. The simultaneous
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tracking of multiple targets is possible with both active and passive targets. Figure 2.1 shows
the NDI Polatis Spectra tracking system, a sample object and the geometry of the tracking
volume.

Active Markers

Active markers consist of at least three light emitting diodes operating in the infrared
spectrum. A control unit successively powers on each diode, allowing for individual location
through the cameras. Targets with active markers require a power source, and are thus often
cumbersome to use. However, they allow for arbitrary geometrical placement of the diodes
and do not suffer from deteriorating reflective surfaces as passive markers do.

Passive Markers

For the use of passive markers, an infrared illumination system is integrated with the
camera’s chassis. The target itself is built from IR reflective spherical markers. This has
the advantage that the target does not require a power source and can thus be used more
flexibly. However, since individual points of the target cannot be matched by switching
them on and off as with active markers, the spheres need to be placed asymetrically, leaving
no ambiguity about the orientation of the tool. Furthermore, if more than one target is to be
tracked, each target needs to be of a unique configuration. Another drawback is a reduced
accuracy if the reflective spheres are not cleaned properly [83].

West and Maurer [82] explain the challenges of target design. Optical tracking sys-
tems achieve a very good accuracy compared to other systems, are robust against the
presence of metal and electromagnetic fields and are very tolerant to different lighting
conditions. However, they require a continuous line of sight between at least two cameras
and the target, otherwise tracking is interrupted. Some systems use more cameras than the
minimum requirement of two to provide redundancy, but in any case applications need to
be designed with the possibility for lost tracking. Localization of targets entirely inside a
patient is also not possible with optical tracking.
A Polaris Spectra passive infrared tracker manufactured by Northern Digital Inc. was used
in this thesis to measure the geometry of calibration phantoms. An overview of the system’s
accuracy under different conditions is given in [83, 27]. Generally, optical tracking systems
range among the most accurate tracking methods available.

2.1.2 Electromagnetic Tracking

Electromagnetic tracking systems, first published by Raab et al. [67] measure the induced
current in a sensor coil placed in an electromagnetic field. Both direct current (DC) and al-
ternating current (AC) field variants exist, and both are generated by various types of trans-
mitter units. This technology has the outstanding advantage of not requiring a line of sight
to the target coils and thus being applicable easily inside a patient. However, it also suffers
from accuracy usually an order of magnitude worse than optical tracking solutions. A fur-
ther drawback is that the measurements are sensitive to distortion from metallic objects and
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Passive markers reflect infrared light back
to the position sensor.

With passive and active markers, the 
position sensor receives light from marker
reflections and marker emissions, 
respectively.

The Polaris system triangulates the 3D 
position and orientation of a tool to provide
6 Degrees of Freedom.

Pre-calibrated pointing devices, called 
digitizing probes, can be used to 
determine the 3D position of points where
it is impractical to place a marker.

The 3D position of the target point is 
calculated from the measured position and
the orientation of the rigid body is defined
by the markers.
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Figure 2.1: NDI Polaris Spectra infrared optical tracking system (left) and tracking volume
dimensions (right). Images taken from Northern Digital Inc. documents [44] and [45].

foreign electromagnetic fields, both of which are common in an operating room [5]. Refer to
Kindratenko [47] and Birkfellner et al. [5] for details on the physical effect that cause these
distortions.
A Northern Digital Inc. Aurora alternating current electromagnetic tracking system was
used for the experiments in this thesis. Furthermore, an Ascension Microbird direct current
tracking system was also evaluated, but discarded in favor of the Aurora tracking system.
This choice was based on the readily available sensors, their respective coil sizes and result-
ing accuracy characteristics.

Figure 2.2: NDI Aurora electromagnetic tracking system field generator (left) and sensor
connection box (right)
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2.1.3 Pointer Tip Calibration

When a tool is located with a tracking system, usually the position and orientation of a
specific point on the tool is of interest, as opposed to the location of the attached tracking
target. If the tracked tool is a pointer, the hotspot calibration method provides a very simple
and accurate way to compute the fixed relation between an attached tracking target and the
pointer’s tip. After calibration, this transformation can then be applied to the tracking target
in real-time, resulting in the location of the tool’s tip in the coordinate system of the tracker.
The calibration is performed by placing the tip of the pointer in a mold or similar fixture,
to lock its position in place relative to the tracking system’s world coordinate system (e.g.
the tracking device itself). The tool is then rotated around this pivoting point, covering as
much of the hemisphere above the tip as possible. Both iterative and closed form solutions

4 Stylus calibration 

Stylus calibration determines the offset of the tracker sensor as measured to its tip or 
hotspot (th). This has to be done at the start of the whole process if the tracking 
system does not provide an implicitly calibrated stylus, e.g. a digitizing wand. 
We can accomplish this quite easily by fixing the stylus’ tip in a small pit drilled into 
a table (Fig. 2), and moving the tracker sensor on a hemisphere measuring its position. 
Having fitted a sphere to the measured sensor positions, the center of the sphere gives 
us the position of the hotspot with respect to the sensor.  
 

stylus

pit w/tip
of stylus

motion
path

 

Fig. 2: calibrating the stylus 

For fitting an optimal sphere to the measured data points, we optimize the offset 
vector from tracker sensor to the stylus’ hotspot (th, see Fig. 1) using the variance V 
of the hotspot positions for the measured data points as a metric: 

2)( mean
n

n ththV ∑ −=  

This gives us a least-squares fit solution for the hotspot offset th. To enforce stability 
of the solution, the user has to cover a large part of the hemisphere, ideally by 
sweeping the sensor along two orthogonal great-arcs. 

5 Registration of World to Virtual Coordinate System 

The first step in the proposed calibration method is registration of the tracker system 
so that it corresponds to the selected world coordinate system, i.e. the transformation 
tw.  
The registration process consists of three steps (Fig. 3):  
First, the world coordinate system origin is determined by placing the stylus’ hotspot 
to the desired location of the origin and pressing the stylus’ button. Knowing the 
origin of the coordinate system, the up-vector can be defined by lifting the pen with 
pressed button along a vertical axis. 

Figure 2.3: Hotspot pointer tip calibration. Image courtesy of Fuhrmann et al. [28].

to compute the target to tip transformation exist.

Iterative Solution

Fuhrmann et al. [28] present a solution in which the spatial relation is iteratively opti-
mized by using the variance σ of the tip location offset for the measured target positions as
a metric:

σ =
1

n− 1

n∑
i=1

(Hi · pt − pw)2 (2.1)

Where Hi are the world to tracking target transformations, pt is the desired tip location in
target coordinates and pw is the mean of all computed tip locations in world coordinates.
This yields a least-squares fit solution for the tip offset pt. To ensure numerical stability of
the solution, the pointer movement needs to cover as much of the hemisphere as possible.

Closed Form Solutions

The implementation used in this thesis to compute the pointer tip location is based on a
closed form solution [77]. The translations ti and rotationsRi for the tracking target in world
coordinates are assumed to fulfill the following equation with respect to the pointer tips’
coordinates in world space pw and tracking target space pt:

pw = (Ri ti) pt (2.2)
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A linear equation system A · x = b is constructed, with A composed of the rotation matrices
Ri:

A =


I −R1

I −R2
...

...
I −Rn

 (2.3)

b is composed of the translation vectors ti and x = (pwpt)
T . This equation system is then

solved with a QR-decomposition.

2.2 Camera Calibration

The goal of camera calibration is to find a set of parameters that define the mapping
beween points in 3D coordinates and their projection onto a two-dimensional image plane.
One subset of these parameters is describing the internal geometric and optical character-
istics of the camera (intrinsic parameters), while the other determines the camera position
and orientation in a world coordinate system (extrinsic parameters) [75]. In computer vision,
the origin of the local coordinate system of an image is usually assumed to be in the upper
left corner of the image. With a pinhole camera model, the intrinsic camera parameters are
defined as focal length in pixel dimensions αx, αy and principal point or image center x0, y0,
also in pixels. For the unusual case of non-perpendicular image axes, a skew factor s is in-
cluded, which remains s = 0 for most real-world cameras [33]. (However, if for example
pictures of a picture are taken, the skew factor may change to s 6= 0.) The projection of a
point onto the image plane in homogeneous coordinates up to scale λ is represented by the
following formula:

λ ·

 x
y
1

 =
[
K 0

]
·


u
v
w
1

 (2.4)

where the camera matrix K is composed as:

K =

 αx s x0
αy y0

1

 (2.5)

Several generic algorithms for estimating the camera parameters have been proposed, with
the method of [34] being the most widely adopted. A free implementation of this method is
available as a MATLAB toolbox from [8]. It is based on the detection of corners in a black and
white chessboard image which are matched to the known 3D geometry of the pattern. How-
ever, since the images produced by the miniature optics of a bronchoscope tend to be highly
distorted, this method often has difficulties to correctly match the extracted points, making
a calibration cumbersome and tedious. Several authors have studied methods for more ef-
fective calibration from highly distorted images [86, 73, 81], with the method of Wengert et
al. being used for the calibration in this thesis. An implementation as a MATLAB toolbox for
the method of Wengert et al. is available from [80].
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Figure 2.4: Calibration patterns used by [34] (left) and [81] (right). Images taken from the
MATLAB implementations of [8] and [80].

2.2.1 Distortion Correction

The pinhole camera model is not accurately describing real-world camera optics, since
camera lenses distort the image as the light passes through them. Two sets of parameters
are used to model this distortion, the first for tangential distortion (p1, p2) complemented
by several parameters for radial distortion (k1, k2, ...). Usually, only two parameters ki are
enough to describe radial distortion. The equation to compute the undistorted coordinates
pu for any given point pd = (x, y)T on the image plane is thus:

pu =
(
1 + k1r

2 + k2r
4 + k3r

6
)
pd +

[
2 p1 x y + p2(r

2 + 2x2)
p1 (r2 + 2y) + 2 p2 x y

]
(2.6)

Refer to Heikkilä et al. [34] for more information on image distortion and correction.

2.2.2 Underwater Camera Calibration

The optical properties of a camera system depend on which medium the rays reach-
ing the lens are travelling through. If a camera is calibrated in air and placed underwater,
the intrinsic camera parameters change. In computer vision, the pinhole camera model for
perspective projection is widely used. This model does not take the possibility of different
optical indices for fluids on either side of the lens (or pinhole) into account. Lavest et al. con-
sider the more generalised thick lens optical model [50] for a homogeneous medium, and
later expand this to the application of underwater cameras [49]. They describe both theoret-
ical and practical concepts and find a relationship between calibrations performed in water
and air, allowing the intrinsic camera parameters to be adapted when a camera is placed in
a different medium.
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Thick Lens Model
Underwater Camera Calibration 655
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po pi
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r1 = Radius of curvature of the first surface

r2 = Radius of curvature of the last surface
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po = Object distance to the left of the Principal Point (AoHo)

pi= Image distance  to the right of the Principal Point (HiAi)

ec = center thickness

eb = edge thickness

f = Effective focal length

Object

Image

xAo

xAi
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Fig. 1. Classical thick model, in an homogeneous fluid

2.1 Prerequisites

– Conjugate planes: if an optical system makes the rays from an object point
Ao converge to a point Ai, then Ai is said to be the image or equivalently
the conjugate of Ao.

– Transversal magnification: (Gt). If xAo and xAi are the respective di-
stances of points Ao and Ai to the optical axis, the transversal magnification
Gt is equal to the ratio of these distances:

Gt =
xAi

xAo

– Angular magnification: (Ga). Angular magnification denotes the ratio of
the incident and emergent angles (uo, ui) of an optical ray going through two
conjugate points of the optical axis.

Ga = (
ui

uo
)x=0,y=0

Figure 2.5: Thick lens model for homogeneous media. Image courtesy of Lavest et al. [49].

The point Ai is said to be the conjugate (or image) of the point Ao if the optical system
makes the rays from Ao converge at the point Ai. Subsequently, all conjugate points for a set
of distances po and pi lie on a conjugate plane.
The ratio of the distances xAi and xAo of two conjugate points to the optical axis are the
transversal magnification:

Gt =
xAi

xAo

(2.7)

The angular magnification is given by the ratio of the angles ui and uo of two conjugate points:

Ga =

(
ui
uo

)
x=0,y=0

(2.8)

The conjugate planes for which the transversal magnification is exactly one are the principal
planes. The point where the optical axis intersects the principal planes are the principal points.
The nodal points are analogously the two conjugate points for which the angular magnifica-
tion is exactly one. For optical systems in a homogeneous medium, the focal and nodal points
fall within the same location, which is consistent with the classic pinhole camera model.
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Fig. 2. Optical ways in fluids of different indices

4. Principal points locations

EHo =
n1.tc

k

(n2 − n)

n.r2
(4)

SHi =
−n2.tc

k

(n − n1)

n.r1
(5)

5. Nodal points locations

ENo = EHo + HoNo (6)

SNi = SHi + HiNi (7)

with

HoNo = HiNi =
(n2 − n1)

k
(8)

2.3 Entry Surface Properties

For most applications involving an underwater camera, the lens system is set
to be focused at infinity. This allows a focused image to be obtained from an
infinite distance, up to a few centimeters of the entry surface (the minimum

Ho Hi

No

FiFo

E S

fo fi

SFiEFo

Ni

Media index n1 Media index n2

Figure 2.6: Thick lens model for different media. Image courtesy of Lavest et al. [49].

Inhomogeneous Media

Lavest et al. modify the thick lens model for homogeneous fluids to account for different
refractive indices of the object (n1), image media (n2) and lens material (n). This implies
that there are now two distinct focal lengths for the object and image side of the lengths,
and nodal and principal points no longer coincide. The refractive indices govern the optical
variables as follows:

k =
n− n1
r1

+
n2 − n
r2

− tc(n− n1)(n2 − n)

n · r1 · r2
(2.9)

k =
n1
p1

+
n2
p2

(2.10)

fo =
n1
k

(2.11)

fi =
n2
k

(2.12)

EHo =
n1 · tc(n2 − n)

k · n · r2
(2.13)

SHi =
−n2 · tc(n− n1)

k · n · r1
(2.14)

HoNo =
n2− n1

k
(2.15)

HiNi =
n2− n1

k
(2.16)

ENo = EHo +HoNo (2.17)
SNi = SHi +HiNi (2.18)

Implication for the Pinhole Model

In the pinhole model the focal length is usually defined as the distance between the image
sensor and the optical center. The thick lens model for inhomogenous media implies that the
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optical center is shifted to the fusion of the two nodal points which conserve the angular
magnification. The focal length is thus equal to the distance NiFi if the object is at infinity.

fo = NiFi = NiHi +HiFi =
(n1 − n2)

k
+
n2
k

=
n1
k

(2.19)

fo = n1 ·
r2

(n2 − n)
(2.20)

Since r2, n2 and n are constant for a given camera system, this implies that the focal length
is only dependent on the refractive index of the outside medium. In the case of a camera
calibrated in air that is placed in water, the factor was empirically detemined to be 1.333. This
enlarged focal length is also matching the observed image magnification when a camera is
submerged in water.

Underwater Camera Distortion

With the reduction to a pinhole model, the problem of image distortion is apparent again.
Lavest et al. show that the linear magnification of the image is also affecting the distortion
in the same way [49]:

1.333(u+ du) = u′ + du′ (2.21)

With u being the the distorted image of a point in air and du the neccessary distortion correc-
tion to obtain a perfect perspective projection, and u′ and du′ their counterpart of a point in
water. The coordinate system of these points needs to lie within the image center, so image
coordinates must be offset with the principal point. This distortion scaling is valid for both
radial and tangential distortion. Any point p in image coordinates that was projected using
the camera matrix and distortion coefficients for air can be transformed into underwater
camera coordinates p′ through the following equation:

p′ = α+ (1.333 · (p− α)) (2.22)

Where α is the principal point.

Experimental Validation

Lavest et al. validate their theoretical model with calibrations performed both in air and
under water for the same camera, finding a ratio for the respective focal length that matches
the theoretical prediction very well [49]. They conclude that it is possible to calibrate a cam-
era in the air and accurately predict the intrinsic camera parameters if the camera is placed
in water.

2.2.3 Hand-Eye Calibration

The aim of a hand-eye calibration is to find the spatial relation between a camera and a
position sensor rigidly attached to it. This may be the joint of a robot (from which the term
hand-eye calibration originates) or a tracking target of a tracking system. The calibration
is performed by moving the camera to different positions with distinct orientations, while
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facing a calibration pattern. The features of the pattern are automatically detected, and if
their geometry is known, the camera’s relative position and orientation towards the pattern
can be computed. The tracking target’s position and orientation are recorded for the same
positions.

A

A

A

B

B
B

X

X

j

i

i

j

Figure 2.7: Hand-Eye calibration. The figure shows two consecutive positions for a single
camera and the involved transformations.

If B denominates the transformation between two positions in the camera’s coordinate
system,A denominates the transformation between two positions in the tracker’s coordinate
system and X is the (constant) transformation between camera and sensor, the following
linear equation system can be constructed:

A ·X = X ·B

Several methods for solving this equation have been proposed [76, 21, 16, 63]. In this thesis an
implementation based on the approach by Tsai et al. [76] included in the calibration toolbox
[80] is used.
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2.3 Ultrasound Calibration

To produce freehand 3D ultrasound images with a standard 2D imaging probe, the trajec-
tory needs to be measured as the probe is moved over the target region[41]. This allows the
recorded ultrasound images to be correctly aligned in space in accordance with the probe’s
position at the time the images were acquired.
The following equation allows for the mapping of each pixel of a B-scan with image coor-
dinates u, v and scaling from pixels to millimeters sx, sy to be mapped to a reconstruction
volume:

V p = VHT
THS

SHU


sxu
syv
0
1

 (2.23)

where V p is the location of a mapped pixel in the reconstruction volume in homogeneous
coordinates. In the above notion, the matrix BHA represents the homogeneous matrix that
transforms from the coordinate system A to the coordinate system B. The involved coordi-
nate systems in the above equation are U for the ultrasound plane, S for the position sensor,
T for the tracking system and V for the reconstruction volume. The transformation SHU is
initially unknown and needs to be determined through spatial calibration. the transforma-
tion THS is provided by the tracking system in real-time as the probe is moved. Finally, the
transformation VHT is usually defined by the application to place the reconstruction volume
size at a convenient location.

2.3.1 Spatial Calibration

The purpose of spatial ultrasound calibration is to find the rigid-body transformation
SHU between the ultrasound plane and a position sensor attached to the probe. While the
spatial relation beween an ultrasound probe and position sensor could be measured physi-
cally, it is difficult to find the exact location of the position sensor’s local coordinate system
within it’s coils. The image plane’s origin is equally hard to measure physically. Extensive
research has been conducted over the past years on the use of the images and position read-
ings themselves to accurately estimate this relation. The equation governing the mapping
between image pixels and the reconstruction volume 2.23 is used in a modified way to model
the calibration process in general:

P p = PHT
THS

SHU


sxu
syv
0
1

 (2.24)

The transformation VHT is replaced by PHT which transforms from the tracking system’s
coordinate system T to a defined origin of a scanned object P . This object, usually referred
to as a phantom, has some known geometrical properties. This transformation is usually
also initially unknown, albeit constant for all scanned images provided the phantom is not
moved. Some methods use a second position sensor attached to the phantom to allow for
movement of the phantom during calibration and eliminate the unknown transformation
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World
Image

Sensor

Figure 2.8: Spatial ultrasound calibration. The figure shows a tracking system and ultra-
sound probe with image plane and attached position sensor.

from the calibration process. The calibration procedure itself can be broken down into three
distinct parts. These are data acquisition, feature localization and computation of the cali-
bration parameters which define the transformation SHU .
Over the last years several calibration methods have been developed. While the general
procedure and assumptions for ultrasound calibrations are similar, the individual steps in-
volved in a calibration differ significantly for the different techniques. In general, four dif-
ferent classes of calibration phantoms exist. The cross-wire [3, 25, 32], three-wire [12], ball
bearing [1] and ping-pong ball [9] phantoms are designed around matching single points in
space to a location in the ultrasound image. Using a series of images taken from different
positions the solution is then found through numerical optimization algorithms.
The second class of calibration phantoms works through imaging of a plane, producing a
line in the ultrasound image. The line has two degrees of freedom, and by carefully imaging
the plane such that all six degrees of freedom for the ultrasound probe are covered, enough
constraints can be established to find a unique solution for the calibration. The single-wall
phantom [66] in its various forms and the Cambridge phantom [66] are buit around this con-
cept.
Another class of phantoms is build around the imaging of two-dimensional shapes. Pro-
vided that at least three non-linear features of known geometric properties can be found, the
solution to the calibration can be computed from a single image. This holds the potential
for very quick calibrations, however the alignment of the scan plane with the phantom is
challenging. The 2D shape alignment [71] and precision mechanical device phantoms [29]
are members of this class of methods. The z-fiducial phantom [19] can be classified as a 2D
shape alignment phantom as well, since the fiducial positions estimated from the 3D fidu-
cials form a virtual 2D phantom.
The last class of calibration methods are referred to as phantomless calibration, since they rely
only on the use of a 3D pointer [59] or tracked rod [46], while the probe remains in a fixed
position. The sections 2.3.4, 2.3.5, 2.3.6 and 2.3.7 explain point-based, wall-based, shape-based
and phantomless calibration methods, respectively.

17



CHAPTER 2. TECHNICAL BACKGROUND

Data Acquisition

The incoming position readings from the tracking system and the images produced by
the ultrasound system need to be received, timestamped and matched into pairs. Refer to
section 2.3.3 for details on data matching. Depending on the calibration method, one or sev-
eral data pairs need to be recorded and processed. The tracking data is usually received
through a serial or USB interface, and accessed through the tracking system vendor’s API.
The ultrasound images are commonly transferred as an analog video signal from the ultra-
sound machine and digitalized by a framegrabber card. This method works with virtually
any available ultrasound machine, but it comes at the price of a loss in quality due to the
analog transmission.
An alternative is the digital transfer of the images, in which either the raw data from the
probe or digital images are transferred. This however requires vendor- and model specific
interfaces, and is thus rarely used.

Feature Detection

The defining features of the calibration phantom need to be segmented in the ultrasound
image(s). Depending on the method and phantom, this process can be manually performed
by the user, or automatically through image processing. The point based phantoms are
generally challenging to segment automatically, because of the difficulty to distinguish
them from image noise. While these features are mostly segmented manually [46, 25, 1], a
semi-automatic algorithm was designed by Carr et al. [13] which requires only the selection
of a region of interest. Lindseth et al. even developed a fully automatic feature detection [51]
which detects several points in an image in a pyramidal shape. The detection of features
for a Z-fiducial phantom was automated by placing a rubber membrane at the top, to help
automatically identify possible locations for fiducial wires [41].
The lines produced by wall based methods are generally more easily detected, since a line
contains a lot of redundant information. It is even possible to detect a line robustly if parts
of it are invisible or distorted. Prager et al. detect lines automatically by tracing vertical lines
at regular intervals from the top of the image. The image is first smoothed and then an edge
detection operator is applied. When a certain treshold is exceeded along the lines, this point
is assumed to lie on the topmost line in the image [66]. A line is then fitted to the points
using the random sample consensus algorithm [26]. Rousseau et al. [68] chose a different
approach in which the lines are detected by applying a Hough transform [39] to the images.

Parameter Computation

Determining the calibration parameters is the last step. This always involves finding the
6DOF rigid transformation from the ultrasound plane to the position sensor, and sometimes
also the two scaling factors for converting image pixels intomm. Since the images and track-
ing measurements are noisy, so are the detected point sets, and there is generally no exact so-
lution for a mapping between them. These overdetermined equation systems are thus solved
for the minimum residual error. This can be achieved both by closed form solutions (i.e. the
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method of Umeyama [79]) or by iterative algorithms of which the iterative closest point [85]
and Levenberg-Marquard [55] algorithms are most common.

2.3.2 Speed of Sound

The speed of sound cs in water is dependent on the water temperature and the presence
of solutes. Ultrasound machines compute the images based on an assumed cs = 1540m

s ,
which is the average speed of sound in human tissue. Some machines allow for the adjust-
ment of the assumed cs, but this is not common. If the speed of sound is actually slower than
the assumed value, objects will appear farther away in the image. If is is higher, they will
appear nearer than they actually are. This effect and the resulting distortions on phantoms
were researched by Goldstein [31].

the correction is a translation of each likely edge point toward the probe face; the axial coordinates
v of the points are multiplied by the temperature correction factor t = speed in cold water

speed in average soft tissue .

v

u

R

Figure 3: The dotted lines shows the distorted the plane due to slower sound speed in cold water.
The solid lines show the corrected plane. The diagram is exaggerated to emphasize the distortion.

In the scenario of a curvilinear probe, the plane appears as a curve rather than a line. We
therefore first detect the probe shape automatically [21]. The probe centre is then the intersection
of the left and right edges. We further assume that the probe face is part of a circular arc with
radius R centred at the probe centre. We then move each point on the curve (shown as a dotted
line in Figure 3) towards the probe face, in the direction of the probe centre, by the temperature
correction factor. The shifted points will then lie on a straight line, and can be detected using the
RANSAC line detection algorithm [6]. Since this correction is mathematically sophisticated and
extra steps need to be followed by the user to detect the probe shape reliably, an approximated
correction is possible for common abdominal curvilinear probes. Please refer to Appendix A for a
detailed discussion.

2.1.2 Explicit Scale Estimation

We increase the robustness of the calibration process by reducing the number of parameters in-
volved. We can establish the image scales at the start of the procedure using a separate protocol,
and hence remove them from the optimisation. The result is that the non-linear optimisation
only has to determine nine rather than eleven parameters, and this makes the system of equations
easier to constrain.

The image scales are determined using the distance measurement tool that is available on most
(if not all) clinical ultrasound machines. This tool provides the distance, in centimetres, between
two points marked in the B-scan image. A simple graphical user interface has been implemented to
enable the user to indicate the point positions and enter their separation. Since most ultrasound
machines provide square pixels to a very good approximation, we have further simplified this
procedure, with little loss of accuracy, by assuming that the horizontal and vertical image scales

are the same. The scale is therefore estimated by distance (cm)√
(∆u)2+(∆v)2

, where ∆u and ∆v the horizontal

and vertical distances, in pixels, between the two marked points on the B-scan.

2.2 Quantification of Calibration Quality

In order to measure the calibration quality and provide feedback to the user, we performed calibra-
tions using three probes on two different ultrasound machines. The first is the Diasus1 5–10MHz
linear-array probe. The analog radio-frequency (RF) ultrasound data, after receive focusing and
time-gain compensation but before log-compression and envelope detection, was digitized using a
Gage CompuScope 14100 PCI 14-bit analog to digital converter,2 and transferred at 10 frames

1Dynamic Imaging Ltd., http://www.dynamicimaging.co.uk/
2Gage Applied Technologies Inc., http://www.gage-applied.com/

4

Figure 2.9: Ultrasound distortion due to speed of sound effect: the dotted lines show the
distorted image of a plane, the solid lines are the actual locations. Image courtesy of Hsu et
al. [40].

The speed of sound in pure water at room temperature is roughly 1490m
s [15], so objects

will appear too far away from the transducer, leading to inaccurate measurements. There are
several approaches to compensate this.
The speed of sound is dependent on the water temperature [4], and by raising it to 48◦C the
speed of sound can be matched to that of human tissue. Boctor et al. use this approach for
their calibration method [6]. However, it is not trivial to keep a water bath at exactly this
temperature and it may be inconvenient to manipulate a probe in this warm water.
Another way to raise the speed of sound is to add table salt (sodium chloride) in the right
concentration to the water. Chen et al. describe the effect of different chemicals on the speed
of sound in water [14]. Brendel et al. use this approach to compensate the speed of sound
problem in their calibration [9].
The distortion can also be compensated after image acquisition. By estimating the speed of
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sound as a function of the current water temperature [4], the ratio R of the actual speed of
sound cr versus the assumed speed of sound by the ultrasound machine ca can be computed:

R =
ca
cr

(2.25)

Based on this ratio any point in the image can be scaled relative to the center of the arc of a
radial transducer in the following way:(

x′

y′

)
=

R√
x2 − y2

·
(
x
y

)
(2.26)

Finally, Pagoulatos et al. [62] among others use gelatinous materials which directly mimick
the properties of tissue. After the phantom is assembled these materials solidify, making
subsequent manipulations of the phantom cumbersome.

2.3.3 Temporal Calibration

that can be used to define the position of the scan plane in space. The phantom itself is defined
in space either by using a pointer (Pagoulatos et al., 2001) or using another position sensor
(Bouchet et al., 2001; Lindseth et al., 2003). The main drawback of using this type of phantom
is the difficulty associated with segmenting isolated points in each B-scan. Furthermore, each
wire does not appear as a single dot or disc in the B-scans, but rather as a smeared ellipse,
compounding the segmentation difficulty. Nevertheless, when given a predefined search region,
automatic segmentation is possible (Lindseth et al., 2003).

1.2 Temporal Calibration

In modern freehand 3D ultrasound systems a computer is usually used to synchronize data from the
ultrasound machine and the position sensor (Prager et al., 1999; Meairs et al., 2000; Huang et al.,
2005). The computer sends requests to the associated hardware and time-stamps the ultrasonic and
position data when it arrives, as shown in Figure 2. However, these data arrive with an unknown
delay after having been generated by the hardware. Temporal calibration involves finding the
relative delay between the two data streams so that matching B-scans and positions are available
for further analysis.

G

G

G G

G G

TTT

G G

TT

Unknown Delay

Unknown Delay

Temporal Offset

T TT

T

G

Ultrasound Machine

Position Sensor

PC
time

Time−stamped

Generated

Figure 2: Both the ultrasound machine and the position sensor generate (G) data at their own
frequencies. They are received and time-stamped (T) by the PC after an unknown delay. Temporal
calibration finds the relative delay between the two data streams.

During both spatial and temporal calibration, the data from the ultrasonic and position streams
are monitored and analyzed while scanning the selected phantom. It is therefore necessary to
decide beforehand which calibration is to be performed first. If the temporal offset is to be
computed first, the exact location of the phantom in space is unknown during temporal calibration
(Prager et al., 1999; Huang et al., 2005). If, on the other hand, the spatial calibration is to be
performed first, continuous scanning of the phantom will be subject to temporal distortions. A
common practise to by-pass this problem is to capture images of the phantom while holding the
probe stationary for a short duration at each position (Gooding et al., 2005; Hsu et al., 2006).

The simplest way of finding the temporal offset between the ultrasonic and position data
streams, without utilizing any spatial information, is to apply and detect a step input in the two
data streams (Prager et al., 1999; Meairs et al., 2000). This may be achieved by holding the probe
against the skin and then suddenly jerking the probe away from the body. The required offset
is the difference between the two time-stamps in the two streams where the abrupt change took
place. The accuracy of this technique is however only ± t+T

2 , where t and T are the temporal
resolutions of the two data streams. Nevertheless, if the ultrasonic frames are captured at the full
PAL frame rate at 25Hz, and the position data exceeds this rate, this simple temporal calibration
technique is sufficient for clinical volumetric measurements (Rousseau et al., 2006).

A more accurate technique is to scan a fixed target, such as a wire (Burcher, 2002) or a plane
(Treece et al., 2003), while the probe is moved in one direction. The target in each B-scan is
segmented. Since the probe is only moved in one direction, the location of the target in space can
be approximated from the ultrasound images without spatial calibration. Temporal calibration is
found where there is maximum correlation between the two data streams. Instead of approximating

3

Figure 2.10: Temporal ultrasound calibration. Data is generated (G) by the ultrasound ma-
chine and tracker and timestamped at arrival on the maching (T). Image courtesy of Hsu et
al. [41].

The position data and ultrasound images are generated by separate hardware without
any synchronization. This means that usually both data streams are generated at different
frequencies and the hardware devices produce an unknown delay during the processing
and transmission of the data. In the common setup for a freehand 3D ultrasound system, a
computer is used to combine the two streams of data, timestamping each individual position
and image as it arrives on the computer. The aim of temporal calibration is to find the relative
temporal offset between the two data streams, so that data pairs which were recorded at the
same time can be found.
If the temporal calibration is performed before the spatial calibration, the location of the
phantom is unknown at this time [65, 42]. The direct approach to this problem is to detect
a sudden step in the input data streams, for example by quickly removing the probe from
a surface [65, 52]. The temporal difference between the detected steps in the data streams
is then used as the offset for the temporal calibration. This method can only be accurate
up to ∆T = t1+t2

2 with t1 and t2 the temporal resolutions of the image and tracking data
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streams. Rousseau et al. found that for ultrasound images at PAL temporal resolution (25Hz)
accompanied by tracking data of equal or greater acquisition rate are sufficient for clinical
volumetric measurements [69].
Another approach is to scan a wire [11] or plane [74] while moving the probe in one direction.
By approximating the location of the object directly from the images, the temporal calibration
is then computed by finding the maximum correlation between the two data streams.
If the temporal calibration is performed after the spatial calibration, there is no temporal
correction during the spatial calibration available. This can be compensated by holding the
probe stationary for a while at each scan position to allow the data streams to match up
[32, 40]. The known spatial location of the phantom is then used to compute the temporal
offset between the data streams [60].
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2.3.4 Point Based Calibration Methods

Cross-Wire Phantom

Figure 2.11: Cross-wire calibration phantom. The ultrasound probe is placed to image the
crossing point of the two wires from different positions.

The cross-wire phantom, proposed by [3, 25, 32] aims to find the crossing of two wires in
the ultrasound image. This point is also defined as the phantom’s origin. A series of points
is found for successive scans from different positions.
The transformation SHU into the sensor’s coordinate system which is valid for all these
points can then be estimated through numerical optimization algorithms, where each seg-
mented point should satistfy the following equation:

0
0
0
1

 = PHT
THS

SHU


sxu
syv
0
1

 (2.27)

The accuracy achievable with this method depends strongly on the accurate localization
of the crossing point in the ultrasound images. This method also has a few substantial
drawbacks. Since the segmentation of single points in an ultrasound image is usually not
reliable, the points are mostly segmented manually [3, 1, 20], which is tedious and time
consuming. Furthermore, aligning the ultrasound probe such that the crossing of the wires
lies exactly within the ultrasound plane requires skill, since the ultrasound plane itself
has a certain thickness. Finally, the positions from which the crossing is scanned need to
be arranged in a configuration where the constraints on the optimization are sufficiently
over-determined, leading to a unique solution [66].
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Ball-Bearing Phantom

The ball-bearing phantom [1] is similar to the cross-wire phantoms in that it is used to
identify a single point in the image for a series of successively taken scans from varying
positions. Instead of scanning the crossing of two wires, a small ball bearing attached to a
float is scanned. The same numerical optimization as with the cross-wire phantoms can be
used to estimate the transformation and the same drawbacks apply to this method.

Ping-Pong Ball Phantom

Figure 2.12: Ping-pong ball calibration phantom. The ultrasound probe images the liquid-
filled ping-pong ball, producing a circle in the ultrasound image.

An extension to the class of single-point calibration has been proposed by Brendel et al.
[9]. They image a ping-pong ball to counter the difficulties in holding the probe to image a
very small point. The ball, when filled with liquid, produces a circle in the ultrasound image.
By defining a region of interest, this circle can be segmented automatically with the Hough
transformation. The main advantage of this method is that it does not require the ball’s center
to lie within the image plane. Instead, the elevational offset of the ball can be computed from
the radius of the circle in the ultrasound image. The calibration is then governed by the
following equation: 

0
0
0
1

 = PHT
THS

SHU


sxu
syv
z
1

 (2.28)

where the ball’s elevational offset to the ultrasound plane z is computed from the radius
of the detected circle. This method achieved a greater accuracy than the cross-wire or ball-
bearing phantoms. However, the acquisition of points in a non-degenerate configuration
remains a challenge with this method.

23



CHAPTER 2. TECHNICAL BACKGROUND

Three-Wire Phantom

Figure 2.13: Three-wire phantom. Each of three mutually orthogonal wires is scanned along
it’s length.

Similar to the cross-wire technique, the three-wire calibration proposed by [12] involves
segmenting points in scans of a wire. In this phantom, however, there are three wires placed
in mutually orthogonal directions.
The origin of the wires is defined as the origin of the phantom’s coordinate system, and each
axis is assigned to one of the wires. Each wire is then scanned with multiple images, and the
segmented points should satisfy:

W = PHT
THS

SHU


sxu
syv
0
1

 (2.29)

where W = (x 0 0 1)T for the x-axis, W = (0 y 0 1)T for the y-axis and W = (0 0 z 1)T for
the z-axis. The advantage over the cross-wire method is that scanning along the length of
a wire is easier than finding the exact crossing point of two wires. Carr et al. later also in-
troduced a method for semi-automatic wire segmentation [13], thus improving the speed of
this calibration.
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2.3.5 Wall Based Calibration Methods

Single-Wall Phantom

Figure 2.14: Single-wall phantom. The probe images a plane, producing a line in the ultra-
sound image.

The single-wall phantom was initially proposed by Prager et al. [66]. Scanning a planar
phantom produces a straight line in the ultrasound image. This line can be segmented auto-
matically in a robust way, giving two points (defining the line) for every B-scan.
The following equation then governs the calibration process:

x
y
0
1

 = PHT
THS

SHU


sxu
syv
z
1

 (2.30)

This method requires careful positioning of the probe during the scans to cover all six
degrees of freedom during the movement. Hsu et al. proposed a way to assess the scan
quality during acquisition using the eigenvalue metric [40].

A particular challenge of this method involves the scanning from oblique angles to
the plane, in which case the thickness of the ultrasound plane leads to wide lines in the
images, which can lead to inaccuracies in the calibration.
There are several derivations from the original wall phantom which used the floor of a
water tank. Rousseau et al. used a plexiglass plate [68]. Langø used a nylon membrane
[48], producing better images at oblique angles by reducing specular sound reflections. The
Cambridge phantom [66] is also an extension to the basic single-wall concept.
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determined set of 2m equations is solved using the Lev-
enberg–Marquardt algorithm.

The advantage of the three-wire method over the
cross-wire method is that it is intrinsically easier to scan
a length of wire than to keep the B-scan centred on a
crossing point. However, each wire must be scanned
separately, keeping track of which wire each B-scan
intersects.

Single-wall phantom
While scanning the cross-wire and three-wire

phantoms, we observed that the floor of the phantom
produced clear, consistent lines in the B-scans. We
therefore removed the wires and performed calibration
using the floor of the water bath alone, as shown in
Fig. 3c. The accuracy of the calibration will depend on
the flatness of the floor, as well as the degree to which
the floor remains fixed in space with respect to the
transmitter.

The idea of calibrating a 3-D ultrasound system by
scanning a wall of a water bath is intuitively attractive.
Simple water baths with planar surfaces are readily avail-
able, so there is no need to construct a special phantom.
Furthermore, the plane should show up as a strong,
straight line in the image (Fig. 7c shows a typical exam-
ple) and this line can be detected automatically. Points
and crosses can also be detected automatically, but not as
easily as lines. This is because there is much more
redundant evidence for the presence of a line in an
image; it is possible to locate a straight line even when
portions of the line are corrupted or missing. The same
cannot be said of dots and crosses. We describe a suit-
ably robust, automatic line detection algorithm in the
Appendix.

If the coordinate systemC is defined to lie in the
floor of the water bath, with thez-axis orthogonal to the
floor, pixels lying on the line in the B-scan should
satisfy:

1
x
y
0
1
2 5 CTT

TTR
RTP 1

sxu
syv
0
1
2 . (8)

The zero component of the equation gives one equation
in the unknown parametersf. However, we can write the
eqn at two pixels on the line (two points uniquely define
a line), giving two eqns per B-scan.

From inspection of the geometry, it is evident that
several parameters ofCTT are not identifiable. The rota-
tion of the floor about thez-axis (a) and the translation
of the floor in its own plane (x, y) do not affect the
z-component ofCx. This leaves 11 identifiable parame-
ters (see Table 1).

The optimisation algorithm needs at least 11 inde-
pendent equations to solve for these 11 unknowns. Al-
though each B-scan can be used to write two equations,
the resulting equations will not necessarily be indepen-
dent unless the probe is moved appropriately while scan-
ning the wall (see Fig. 4). As before, the overdetermined
set of 2m equations is solved using the Levenberg–
Marquardt algorithm.

Cambridge phantom
Single-wall calibration is susceptible to problems

caused by the width of the ultrasound beam and the
nature of specular reflection. When the beam is not

Fig. 4. Minimal sequence of motions for single-wall calibration. All six degrees of freedom must be exercised to identify
the 11 parameters.
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Figure 2.15: Required movement during single-wall calibration. Image courtesy of Prager et
al. [66].

Cambridge Phantom

The Cambridge phantom consists of a clamp, which is fixed around the ultrasound
probe, and a base consisting of two discs connected by a brass bar [66]. The top of the brass
bar is located such that it lies in the center of both the ultrasound plane and the discs. Mov-
ing the phantom in the freedom granted by its construction, the top of the brass bar follows
a virtual plane located above the real floor (elevated by the radius of the discs). Since the
brass bar is both thin and by construction always facing the transducer, a much clearer line
is produced in the image. The actual computation of the calibration is exactly the same as
with the single-wall calibration.

normal to the wall, the first echo to return to the probe
comes from the edge of the beam closest to the wall (see
Fig. 5). This effect introduces position errors into those
B-scans taken at oblique angles. The problem is com-
pounded by the weak echo obtained when the wall is
scanned obliquely, because much of the ultrasound en-
ergy is specularly reflected away from the probe and the
amount of Lambertian reflection is small. Both these
effects conspire to spoil the ultrasound image when the
scan plane is not normal to the wall. Unfortunately, such
scanning angles are required for effective calibration, as
discussed previously.

A new phantom, dubbed the “Cambridge phantom”
(Prager 1997), has been designed to overcome the diffi-
culties experienced with planar calibration. The phantom
consists of two parts: a clamp that fits around the probe,
and a thin brass bar mounted between two circular disks
(see Fig. 6). The top of the bar, which is approximately
1.5 mm thick, is squared-off and slightly roughened with
emery cloth.

The idea is that the clamp constrains the thin bar to
move only in the centre of the ultrasound beam. The bar
is attached to the disks in such a way that the upper edge
of the bar is aligned with the centre of each disk. This
means that, as the disks are rolled from side to side, the
upper edge of the bar stays at a constant height above the
floor. In essence, the Cambridge phantom is similar to
the single-wall phantom, but the wall is a virtual plane
traced out by the top of the bar. This plane has two
remarkable properties. First, only the slice required to
reflect the centre of the ultrasound beam exists at each

moment in time. Second, that slice is usually oriented
toward the ultrasound probe, so the beam is reflected
straight back to the probe, producing a strong, clear
image (see Fig. 7d). The exception is when the clamp is
rotated about the bar (motion 2 in Fig. 6). Even with this
motion, however, we have experienced little difficulty
obtaining clear images of the bar.

The calibration procedure using the Cambridge
phantom may be summarised as follows:
1. Place the clamp around the ultrasound probe. Adjust

it so that the slots through the two sides of the clamp

Fig. 5. Beam thickness problem in single-wall calibration.
When the wall is scanned from oblique angles, the finite beam
thickness results in a blurred image of the surface. This prob-
lem arises because point B is encountered by the ultrasound
pulse before point A on the centre line. The echo from point B
produces a response in the ultrasound image that does not

reflect the true position of the wall.

Fig. 6. Cambridge phantom. Accurate calibration requires a
minimal sequence of motions covering all six degrees of free-

dom (compare with Fig. 4).

Fig. 7. Typical B-scans of calibration phantoms. (a) Cross-wire.
The cross from the two wires is located near the bottom
left-hand corner of the cropped image. (b) Three-wire. The dot
near the top of (b) is one of the wires of the three-wire phantom.
(c) Single-wall. The top line is the floor of the single-wall
phantom, the second one down is a reverberation. (d) Cam-
bridge. A typical image of the Cambridge phantom is shown;

the top of the brass bar is clear and distinct.

Calibration for 3-D ultrasound● R. W. PRAGER et al. 861

Figure 2.16: Cambridge phantom. Image courtesy of Prager et al. [66].
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2.3.6 Shape Alignment Calibration Methods

2D Shape Alignment Phantom

Figure 2.17: 2D shape alignment phantom. A thin board is aligned with the scan plane.

The 2D shape alignment phantom is intended to allow calibration by detecting multiple
features in a single B-scan. If at least three features can be mapped, the calibration can be
performed with a single image. The feature locations need to be known in world coordinates
of the tracking system for this method. They can be localized with a 3D pointer (refer to
2.1.3) for every calibration, after which the phantom must not be moved. An alternative is to
attach a tracking sensor to the phantom, in which case it can be moved during calibration.

Sato et al. [71] used a thin board which is aligned with the scan plane. Three corners
are measured with a pointer and manually extracted in the ultrasound image. A drawback
of this phantom is the difficulty to align it exactly with the ultrasound scan plane.
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Precision Mechanical Instrument Phantom

�

Figure 2.18: Precision mechanical instrument phantom. Images courtesy of Gee et al. [29]

Intending to overcome the difficulty in alignment, Gee et al. [29] designed a mechanical
setup where the phantom can be aligned using micrometers.

Z-fiducial Phantom

Figure 2.19: Z-fiducial phantom. At least three Z-shaped fiducials between two planes are
scanned.

The Z-fiducial phantom allows for single B-scan calibration while avoiding the difficul-
ties in alignment of the 2D shape phantom [19].
Wires or small tubes are run through holes H1..6 of two parallel plates to form a Z-shape
with the end points A,B,C,D. Scanning this fiducial produces three dots or small circles
with the locations M,Z,N in the ultrasound image. The distances | MZ | and | MN | are
directly measureable in the image. Since ∆BMZ and ∆CNZ are similar, the location of Z
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intersects the wires at M,Z and N . These points can be located in the B-scan image. Since the
image scales have been determined, the distances |MZ| and |MN | can be measured off the B-scan

image. The location of Z can thus be computed: Z = B+ |BZ|
|BC| (C−B) = B+ |MZ|

|MN | (C−B), since

4BMZ and 4CNZ are similar.

N

Z

M

Scan Plane

Wire

C

A B

D
H6

H

H

H

H

H

1

2

3

4

5

Polyacetal Blocks

Figure 5: The top view of a Z-fiducial intersecting the scan plane.

For each ‘Z’ shape wire configuration, the Z-fiducial (labelled Z in Figure 5) is located in space
using the aforementioned equation. This can be transferred to the sensor’s coordinate system
using the inverse of the position sensor’s readings. We now post-process the previously segmented
fiducial on the B-scan images to allow for the sound speed distortions caused by the rubber
membrane (Achenbach, 1973). Since we have previously segmented each Z-fiducial in the B-scans,
we have located the fiducial in the B-scan and the sensor’s coordinate systems. Assuming we have
located at least 3 non-linear fiducials, we can compute the corresponding calibration that best fits
the two data sets (Arun et al., 1987).

3 Spatial Calibration

The main advantage in the introduction of a membrane is to allow fully automatic segmentation
and to output spatial calibrations in real-time. Segmentation is therefore highly dependent on
the image quality of the B-scans. In order to demonstrate the robustness of our phantom to poor
image qualities, we have chosen to calibrate our two-generation old Toshiba1 model SSA-270A/HG
3.75MHz curvilinear probe at a depth of 8cm and 15cm. The probe has served many years in a
clinical environment, followed by much abuse in our laboratory, have dead crystals and produces
very poor images. One focus was used at the middle of the image in order to produce B-scans
as fast as possible at 18Hz. The B-scan images were digitized using a Brooktree2 BT878 frame-
grabber card and transferred to a 3.0GHz PC running Linux. An area of 494× 420 pixels of the
B-scan images was cropped for calibration. The probe was tracked using an AdapTrax3 infrared
LED target for the Polaris4 optical tracking system.

The calibration was performed by submerging our phantom in water at approximately 48
Celsius to match the speed of sound in water and soft tissue. The scales in the B-scan images were
computed using the distance measurement tool available on the ultrasound machine (Hsu et al.,
2006). The phantom was located in space by its divots using a pre-calibrated pointer. The probe
was held perpendicularly over the phantom about 1–2cm above the rubber membrane. The B-scan
produced is shown in Figure 4. Despite the overall noisy image, the segmentation algorithm has
segmented on average 14 of the 15 fiducials that appears on the B-scan images when scanning at

1Toshiba Corporation, http://www.toshiba.com/
2Conexant Systems Inc., htpp://www.conexant.com/
3Traxtal Technologies, http://www.traxtal.com/
4Northern Digital Inc., http://www.ndigital.com/

6

Figure 2.20: Z-fiducial geometry. Image courtesy of Hsu et al. [41]

can be computed as [41]:

Z = B +
| BZ |
| BC |(C −B) = B +

|MZ |
|MN |(C −B) (2.31)

Thus, at least three Z-fiducials in a non colinear configuration are necessary to estimate the
calibration transformation [2]. The definition of the phantom itself can be done with a 3D-
pointer [62, 41] or a position sensor [7, 51].

2.3.7 Phantomless Calibration Methods

3D Pointer

In phantomless calibration, first published by Muratore et al. [59], the probe is locked in
place in a water bath. A tracked pointer (refer to 2.1.3) is then moved to different positions
on the ultrasound scan plane. The location of the tip in the image is segmented and the
corresponding calibration between image and tracking system can then be estimated with
different techniques [7].

3D Rod

The difficulty of placing the tip exactly in the scan plane is overcome by the method of
Khamene and Sauer [46], who use a rod with a position sensor attached at each end. By
taking a series of scans of the rod, the calibration parameters are constrained and estimated
with numerical optimization.
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2.4 Olympus Bronchoscope

The bronchoscope used throughout this thesis is produced by Olympus, Model UC260F-
OL8. It features a fibreoptic camera and illumination system with a field of view of 80◦. This
model also features and endobronchial ultrasound (EBUS) transducer, capable of acquiring
ultrasound images from within the lung. If the transducer cannot be pressed against the lung
surface, an optional inflatable baloon system is integrated, which can bridge the gap between
transducer and lung wall in such cases. The transducer has a slightly forward-swept fiel of
view of 50◦, and is capable of scan depths up to 9cm.

Figure 2.21: Olympus bronchoscope. Left image shows the operator’s interface, right side
the tip of the flexible tube containing the optics and ultrasound transducer.
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Chapter 3

Problem Statement

The aim of this thesis is to find the exact spatial relation between the optical cameraC and
the ultrasound plane U of an EBUS bronchoscope. This rigid relation UHC can be computed
in a one-time calibration procedure for subsequent use by navigation systems. The compu-
tation of the six degrees of freedom variables (three translation and three rotation) should
be done from the imaging of a phantom with the camera and ultrasound. The additional
parameters neccessary to model the camera and ultrasound (intrinsic camera parameters,
distortion parameters, ultrasound scaling) are computed in a different step with existing
methods. The resulting transformation, expressed as a homogeneous transformation matrix
should satisfy the following equation:

λ ·

 x
y
1

 =
[
K 0

]
· CHU ·


sx · u
sy · v

0
1

 (3.1)

With u,v the position of a pixel in the ultrasound image, sx,sy the pixel to mm scaling of the
ultrasound plane, CHU the rigid transformation, K the camera matrix and x,y a pixel in the
camera image, up to scale λ.

Figure 3.1: EBUS bronchoscope and involved coordinate systems.
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Chapter 4

Design of the Phantom

In Chapter 2, ultrasound and camera calibration methods were detailed. The process
of designing and building the calibration phantom is based on these methods. The goal
of the phantom, as described in the problem statement in Chapter 3, is to allow a direct
calibration of the spatial relation between camera and ultrasound coordinate system of an
EBUS bronchoscope. While the final design is capable of computing the calibration from
a single pair of frames from camera and ultrasound, the earlier models were based on
approaches requiring a series of image pairs.

The design of the phantom went through multiple iterations. Since the calibration
must be possible without external tracking, the phantom needs to be visible in the camera
and ultrasound images at the same time. The fields of view of the two overlap slightly, so
the early approaches were based on the idea of imaging the same portion of an object with
both modalities.

4.1 Single Wall Based Approach

The first phantom design was inspired by the ease of construction and automatic seg-
mentation capabilities of the wall phantoms. If an optical pattern could be printed on a
membrane, continuous pose estimations could be performed with the camera while scan-
ning the plane, with these readings effectively replacing the data stream of a position sensor.
This design promised to require little change to the existing method of single wall calibra-
tion, and would require only the implementation of an automatic line segmentation [66] and
automatic pose estimation for the camera [81], both of which are well described. This ap-
proach was ultimately rejected for two reasons. First, the optical pattern for the camera pose
estimation needs to be very precise, to allow accurate poses to be computed. The quality
offered by office laser printers is usually sufficient, but printing directly on a nylon mem-
brane is not possible with this accuracy. The workaround of printing the pattern on decals
and attaching these to the membrane lead to substantial artifacts in the ultrasound image
of the line, reducing detection robustness. The second reason this approach was rejected is
that it proved very difficult to cover the 6 degrees of freedom of the movement for the ul-
trasound probe, while still keeping the optical pattern in the view of the camera to provide
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position readings. These two characteristics of the system, the camera severely restricting
the movement possibilities and the ultrasound calibration requiring good coverage of the
possible movement are directly contradictory. While a construction providing the camera
with a view on an extended pattern would be possible, such a construction was judged to be
ineffective due to complexity.

4.2 Geometry Approximation

Since the construction of a phantom proved to be more difficult than initially anticipated,
the geometrical setup of the EBUS system was approximated and subsequent phantom de-
signs were based on this data. In particular, the characteristics of the overlapping area of the
camera frustum and ultrasound plane are not very intuitive. The goal of this approximation
was to model a cone, representing the frustum of the spherical camera image, and the rel-
ative position of the ultrasound plane. A visually accurate representation would then serve
as a tool in designing subsequent phantoms for highly accurate calibration.

4.2.1 Ultrasound Plane Geometry

The geometry of the ultrasound plane can be directly measured with the device itself. All
ultrasound machines offer the option to measure arbitrary distances in the image, making
the measurement of the scan area a simple task. Furthermore, the ratio of the pixels of the ul-
trasound image to distances in mm can be easily computed. The geometry of the ultrasound

x y
Scaling 0.215277 0.236392

Table 4.1: Ultrasound scaling values, mapping pixels to millimeters

can be modeled as the segment of a circle. The greyed area in figure 4.1 is the ultrasound
plane. The outer lengths of the image x2 x3, x1 x4, u v have a length of 9 cm if the ultrasound
machine is set to maximum imaging depth. The width of the image x4 x3 is 8.1cm. The seg-
ment angle α is 25◦.
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xx

xx

1 2

34

c

u

v

α α

Figure 4.1: Ultrasound plane geometry.
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4.2.2 Chopstick Calibration

Figure 4.2: Chopstick pointer used for coarse calibration.

The initial approach for a coarse approximation was based on the hotspot calibration
of a Japanese chopstick with an attached 6DOF electromagnetic tracking sensor. With the
bronchoscope locked in place with a plastic clip, the chopstick’s tip was moved along the
left and right outer edge of the ultrasound plane, taking a series of position readings. Since
the geometry of the ultrasound plane could easily be determined by using the integrated
measurement tool of the device, the resulting plane could be fitted to the position readings
in MATLAB.
To locate the camera frustum, the tip of the chopstick pointer was placed on the outer edge of
the image at a distance close to the lens. On a subsequent move around the edge of the image
circle, multiple position readings were saved. This procedure was repeated with increasing
distance, resulting in a point cloud to which a cone could be fitted.

35



CHAPTER 4. DESIGN OF THE PHANTOM

Figure 4.3: Chopstick calibration. Recorded point cloud (left) and fitted cone and plane
(right).

4.2.3 Camera Calibration and Single Wall

Since the simple chopstick calibration proved to be not accurate enough, the combination
of the highly accurate hand-eye calibration for the camera and a single wall calibration for
the ultrasound were performed. While this calibration is subject to the error introduced by
the EM tracking system involved, it was expected to provide a good approximation of the
final calibration quality. To model the camera frustum cone, the intrinsic parameters of the
camera needed to be determined as well. The calibration toolbox implementation of [8, 80]
were used. The images of the calibration grid were subjected to a histogram equalization
and median filtering (see figure 4.4) before being processed with the calibration toolboxes.

Figure 4.4: Pattern used for camera calibration. The left image is raw, the right image is
preprocessed with histogram equalization and median filtering.
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x (pixels) y (pixels)
Focal length 218.08129± 4.53966 198.94756± 4.35092

Principal point 161.07441± 2.53894 178.09913± 2.46174

Coefficient −0.43073 0.15188 0.00372 0.00137

Uncertainty 0.02240 0.02217 0.00270 0.00251

Table 4.2: Intrinsic camera calibration results and distortion coefficients

The hand-eye calibration resulted in a backprojection error of 7.4746 pixels, which is
an acceptable value for a miniature endoscopic camera. Combined with the transformation
obtained by the single-wall calibration, which was just verified by backprojecting a line at
this point, the relationship shown in figure 4.5 was computed.

Figure 4.5: Resulting geometry for camera cone and ultrasound plane obtained from com-
bined hand-eye and single-wall calibration.

4.3 Z-fiducial Based Approach

It became apparent with the approximate calibration described above that the overlap-
ping area of the ultrasound plane and camera frustum is small. Imaging the same object with
both modalities is thus not only technically difficult, but also wasting a significant amount
of image space. If two different objects are imaged by the camera and ultrasound, much
more of the image area can be used for the calibration. The approach of essentially imaging
two different phantoms has several design implications. First, the two phantoms need to
be rigidly attached to a common base, their spatial relationship needs to be known in ad-
vance (necessitating a calibration on its own) and due to the way camera and ultrasound are
aligned, imaging will only be possible from a constrained set of positions. The last character-
istic virtually rules out calibration approaches which rely on imaging from several different
positions. The camera pose estimation can easily be performed from a single frame with ac-
curate results. For the ultrasound image, the natural choice in this combination is a z-fiducial
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based phantom. It allows for a pose estimation from a single image, while permitting some
freedom in the probe’s positioning. With the right geometric setup it is possible to construct
a phantom which allows simultaneous imaging of an optical pattern and a set of z-fiducials,
while permitting the probe and camera to be moved within a few centimeters. A single pair
of images is then sufficient to compute a calibration, with the option to take a short series of
image pairs from slightly different positions.

4.3.1 Initial Phantom Design

Figure 4.6: Initial phantom design derived from approximate calibration. The red plane is
the base for the optical pattern, the green planes represent z-fiducials.

The phantom base is formed by two plates, placed 40 mm apart. Six layers of Z-fiducials
and the optical pattern are placed in between the plates. Since it would obstruct the view of
the camera, no rubber membrane is placed atop the fiducials to aid the automatic segmen-
tation. Hollow tubes filled with water are used instead of wires. The resulting circles in the
ultrasound image are then automatically segmented without a reference. Using a 2D local
coordinate system on the plates (refer to figure 4.7), the positions of the holes through which
the Z-fiducials are run are shown in table 4.3.

The first two levels have just one fiducial, while the subsequent levels have two each.
The optical pattern is placed at the coordinates [−40,−30], and rotated 60◦ clockwise from
the x-axis. The pattern proposed by Wengert [81] is used, the grid dots on the pattern have a
spacing of 5mm.
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Level Hole 1 Hole 2 Hole 3
1 [−5, 40] [5, 40] -
2 [−10, 30] [10, 30] -
3 [−15, 20] [0, 20] [15, 20]

4 [−20, 10] [0, 10] [20, 10]

5 [−25, 0] [0, 0] [25, 10]

6 [−30,−10] [0,−10] [30,−10]

Table 4.3: Phantom fiducial hole coordinates in mm on the base planes.

x (mm)

y (mm)

5 10 2015 25 30 4035

5

10

20

15

25

30

45

35

40

45

Pattern

Figure 4.7: Phantom base plane. The dots mark the drill hole positions for the Z-fiducials.
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Chapter 5

Implementation of the Phantom

The phantom is constructed from two acrylic glass plates, measuring 300mm by 150mm
with a thickness of 5mm. Four hollow acrylic cylinders with a height of 40mm are used as
spacers, held in place with metal screws. Another 50mm ·40mm ·5mm acrylic block is used
to hold the optical pattern. It is glued to just one of the plates, allowing for non-destructive
disassembly of the phantom. The optical pattern is printed with an office laser printer to
a waterproof and adhesive decal foil. The Z-fiducials are built from a hollow rubber tube
with a diameter of 3mm and a wall thickness of roughly 1mm. The holes for the fiducials
are drilled using a standard handheld drilling machine. Holes which only hold one tube
have a diameter of 3mm while those which hold two tubes are 5mm in size. The tube is
run through all the holes in one piece, filled with water and then tightened. Cutoffs from a
plastic drinking straw are used to hold the tube in place.

5.1 Occlusion Correction

During the early experiments, it quicky became apparent that the ultrasound does not
propagate through the rubber tube as well as anticipated. This caused the upper layers to
occlude the lower layers, effectively leaving only the top two layers of fiducials visible in the
ultrasound image. The initial design required the sound to pass through all previous layers
to reach any given layer, thus making rather inefficient use of the field of view of the probe.
A second design iteration which uses only four layers of fiducials, and only one fiducial per
layer was thus conceived. The new design allows for the ultrasound waves to reach any
fiducial without having to pass another fiducial from a higher layer. The total extents of
the fiducials were also reduced to allow more flexibility for the probe movement. The new
fiducial positions are shown in table 5.1.

5.2 Measurement of Resulting Geometry

After the construction of the phantom, the precise location of the drill holes (and thus
fiducials) and the optical pattern needs to be measured. The spatial relation between optical
pattern and fiducials is required for the calibration. Knowledge about the exact z-fiducial
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Level Hole 1 Hole 2
1 [−15, 30] [15, 35]

2 [−15, 25] [15, 25]

3 [−15, 15] [15, 15]

4 [−5, 5] [25, 5]

Table 5.1: Phantom fiducial hole coordinates in mm on the base planes.

Figure 5.1: Corrected phantom design, avoiding Z-fiducials occluding each other. The red
plane is the base for the optical pattern, the green planes represent Z-fiducials.

layout will increase the overall accuracy of the calibration. The optical pattern coordinate
system is used as the base coordinate system of the phantom, and the fiducial locations are
computed in this coordinate system.
An NDI Polaris passive optical infrared tracking system was used to measure the phantom
with high accuracy. A custom-built pointer was hotspot calibrated and subsequently used
to measure the phantom. The hotspot calibration was performed with an uncertainty of 0.71
mm, allowing for precise localisation of points in space.

Each drill hole was measured ten times, the values being averaged. Each point on the
outer edges of the optical pattern was measured five times, the values also being averaged.
Table 5.2 shows the measured point locations in ideal local pattern coordinates. These were
subsequently used for a point based registration with the averaged point positions measured
in the tracking coordinate system, which are shown in table 5.3. Table 5.4 shows the standard
deviations for the measured point positions.
The values measured for the individual Z-fiducial layers are shown in table 5.5, already
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Figure 5.2: Calibration pointer in front of the partly assembled phantom.

converted into pattern coordinates with the transformation obtained through the registration
of the pattern points. The standard deviations for the averaged points is shown in table 5.6.
These Z-fiducial locations are later used by the calibration software to compute the pose of
the ultrasound directly in the coordinate system of the optical pattern.

Point 1 Point 2 Point 3 Point 4 15
−5
0

  −15
−5
0

  −15
35
0

  15
35
0


Table 5.2: Ideal pattern point positions in mm, in pattern coordinates.
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Point 1 Point 2 Point 3 Point 4 −128.7
7.2

−1455.8

  −128.7
37.5
−1455.0

  −89.9
37.0
−1447.2

  −89.8
7.0

−1447.9


Table 5.3: Measured pattern point positions in mm, in the tracking system’s coordinates.

Point 1 Point 2 Point 3 Point 4 0.2968
0.2861
0.2950

  0.1455
0.2100
0.1892

  0.2846
0.3387
0.3263

  0.1692
0.4162
0.3201


Table 5.4: Standard deviations for pattern point positions in mm, in the tracking system’s
coordinates.

Level Hole A Hole B Hole C Hole D

1

 23.4655
13.7154
14.7131

  −20.0027
13.6709
14.7082

  24.712
25.4921
44.0669

  −20.5523
25.3027
44.2794


2

 24.6690
22.8151
11.6073

  −20.5233
21.3386
9.3278

  24.5425
35.0974
40.5261

  −20.1233
34.2455
38.4440


3

 24.2148
31.0329
5.8097

  −20.4786
31.3890
5.6764

  24.6748
44.8387
34.7115

  −20.5846
44.5630
34.2434


4

 24.5040
44.2274
13.7867

  −20.3325
44.2135
12.1654

  24.3622
57.8136
41.7263

  −20.2944
57.3632
40.1816


Table 5.5: Measured drilling hole positions in mm, in the coordinate system of the optical
pattern.

Level Hole A Hole B Hole C Hole D

1

 0.3871
0.6820
0.3078

  0.4834
0.3739
0.1420

  0.3836
0.2967
0.3068

  0.3902
0.3648
0.3489


2

 0.5771
0.2856
0.3975

  0.3628
0.2752
0.4020

  0.3447
0.2846
0.4376

  0.4497
0.2272
0.2896


3

 0.4786
0.7005
0.5445

  0.4832
0.3881
0.3315

  0.2531
0.2723
0.4349

  0.5718
0.4277
0.3410


4

 0.3982
0.2294
0.2902

  0.4205
0.2813
0.4434

  0.5188
0.3701
0.5579

  0.5567
0.3287
0.4911


Table 5.6: Measured drilling hole position uncertainties in mm.
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Chapter 6

Calibration Method

The origin of the optical pattern is defined as the origin of the entire phantom. The posi-
tions of the Z-fiducials are also transformed into these coordinates after their measurement.
Pose estimations performed on the optical pattern and the Z-fiducials thus have a common
coordinate system. Defining the transformation for the camera as PHC and the transforma-
tion for the ultrasound plane as PHU , equation 3.1 can be reformulated as:

λ ·

 x
y
1

 =
[
K 0

]
· PH−1C · PHU ·


sx · u
sy · v

0
1

 (6.1)

The projection matrix K is built from the parameters calibrated in air, and the distortion is
also performed with the coefficients for air. After the projection, points pu = (x, y)T need to
be first distorted (see subsection 2.2.1) and the distorted point pd then scaled to compensate
for the magnification effect of the underwater camera in accordance with equation 2.21 for
the final point coordinates pf :

pd =
(
1 + k1r

2 + k2r
4 + k3r

6
)
pu +

[
2 p1 x y + p2(r

2 + 2x2)
p1 (r2 + 2y) + 2 p2 x y

]
(6.2)

pf = α+ (1.333 · (pd − α)) (6.3)

Where α is the principal point of the camera. This scaling is sufficient to fully model the
submersion of the camera in water.

6.1 Averaged Transformations

A transformation can be computed from a single pair of frames. To increase the stability
of the calibration, several frames may be taken in succession and the resulting transforma-
tion matrices averaged. While not significantly changing the required time to capture the
calibration input data, this can reduce the influence of small errors in the pose estimations,
and result in a more stable calibration result.
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6.2 Software Implementation

Figure 6.1: Estimated poses from optical pattern and Z-fiducials, representing the final cali-
bration.

6.2.1 Camera Pose Estimation

The feature detection for the camera image is based on the algorithm proposed by
Wengert [81]. The pattern is used unmodified (except for scaling) and the feature match-
ing algorithm is analogous to the originally proposed version. The preprocessing and blob
extraction before the feature matching was adapted to the underwater, real-time environ-
ment of the calibration procedure. The color video image from the camera is first converted
to grayscale. It is then subjected to a histogram equalization, followed by an (inverse) adap-
tive thresholding to produce a binary image containing the dots and bars of the pattern. The
adaptive threshold allows for a robust extraction of the features even under the usually very
inhomogeneous illumination caused by the bronchoscope’s light source. Blobs are then ex-
tracted from the binary image. Before being processed, the detected points are scaled as if
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Figure 6.2: Camera feature extraction algorithm outline.

they were in an air environment, so that the intrinsic parameters calibrated in air can be used
for the pose estimation (see section 2.2.2 for details). The two large bars defining the local
coordinate system of the pattern can be identified through their large ellipticity, defined as
the ratio of their major and minor axis length. For the bars, this ratio is greater than two,
while the circles have a value of roughly one. The two bars are then distinguished by their
area. Once the bars are detected, an iterative search is performed, matching the circles of
the pattern to its local coordinate system. Once the point correspondences are established, a
projective transformation between all points is computed using the OpenCV library [43].

6.2.2 Ultrasound Pose Estimation
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Figure 6.3: Ultrasound feature detection algorithm outline.

The ultrasound image is first converted to grayscale, smoothed with a median filter and
subjected to a binary thresholding using the method of Otsu [61]. From the resulting binary
image, all contours are extracted using the OpenCV library’s cvFindContours method
[43]. The extracted contours are then filtered based on an area threshold to eliminate small
artifacts. From the resulting list of candidates, every possible triplet is assembled and asso-
ciated with a cost. The cost function is defined as the sum of squared distances of the points
on the image y-axis. For any given triplet of y-coordinates c1, c2, c3 the cost is thus:

C (c1, c2, c3) = (c1 − c2)2 + (c1 − c3)2 + (c2 − c3)2 (6.4)

Points are then filtered with a cost threshold. No detected contour can be part of two fidu-
cials, but all points are part of multiple triplets. To correct this, the triplets are iterated
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through, starting from the lowest cost triplet. Any subsequent triplet containing one of the
points of the current triplet is discarded, ensuring all triplets contain unique points. Finally,
the remaining triplets are sorted by their mean y-position, and the points of the triplets are
sorted by their x-position. The n triplets with the lowest cost now contain, in order, the points
of the n Z-fiducials. Using the method described in section 2.3.6, n points in 3D space can
be computed from the fiducials. These points are registered to the phantom geometry with
a point based registration based on the method of Umeyama [79], yielding the desired pose
of the ultrasound probe.

Figure 6.4: Realtime visualization of the detected pattern features in the camera image (left)
and in the ultrasound image (right).

47



CHAPTER 7. EXPERIMENTS AND RESULTS

Chapter 7

Experiments and Results

This chapter describes the experimental validation of the proposed calibration method.
It is compared to a combination of hand-eye and single-wall calibrations, which were per-
formed using an NDI Aurora tracking system. To evaluate the accuracies, a series of image
locations of a probe tool was backprojected from ultrasound images into camera images.
These positions are then compared to the actual position of the probe in the camera image.

7.1 Intrinsic Camera Parameters

The intrinsic camera parameters are necessary both for the pose estimation during the
phantom based calibration and for the hand-eye calibration, and were thus computed first.
Five series of 15 images were taken in air to compute the intrinsic and distortion parameters
of the camera. The automatic camera calibration toolbox [80] pattern (see figure 2.4) was used
for the calibration. The estimated parameters were subsequently used for both the hand-eye
based and the phantom based calibrations. The results of the calibrations are presented in
tables 7.1 and 7.2. The numerical uncertainties are approximately three times the standard
deviations. While they initially seem to be high, they fall within the expected range for a
camera system with low resultion, high distortion and inhomogeneous illumination of the
pattern. Series one and five may be considered outliers, since they have significantly larger
error estimations than series two, three and four.

Series Focal Length Principal Point
1 [217.305 198.62]± [10.336 8.424] [161.876 185.055]± [6.752 11.217]

2 [217.614 197.864]± [1.871 1.403] [158.549 186.36]± [1.774 2.479]

3 [217.630 199.144]± [1.945 1.743] [159.748 182.782]± [1.938 2.3]

4 [216.977 198.207]± [1.296 1.164] [160.0 182.256]± [1.457 1.819]

5 [214.467 196.76]± [5.322 4.653] [155.902 173.708]± [5.483 6.564]

Table 7.1: Intrinsic camera calibration results for a series of five calibrations
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Series 1 k1 k2 p1 p2
Coefficient −0.44568 0.15471 −0.00311 0.00157

Uncertainty 0.04022 0.03507 0.01669 0.00536

Series 2 k1 k2 p1 p2
Coefficient −0.42755 0.14222 −0.00546 0.00364

Uncertainty 0.01021 0.00929 0.00335 0.00118

Series 3 k1 k2 p1 p2
Coefficient −0.43375 0.15173 −0.00092 0.00371

Uncertainty 0.01033 0.01027 0.00293 0.00146

Series 4 k1 k2 p1 p2
Coefficient −0.43002 0.14834 −0.00074 0.00306

Uncertainty 0.00639 0.00686 0.00166 0.00102

Series 5 k1 k2 p1 p2
Coefficient −0.43073 0.15188 0.00372 0.00137

Uncertainty 0.03414 0.04829 0.00726 0.00438

Table 7.2: Undistortion coefficients for five measurement series

7.2 Verification Method

To measure the quality of the calibrations, the tip of a probe with a 65 mm rigid metal
tip was placed in the ultrasound image such that is is also visible in the camera image. After
a manual segementation of the position in the ultrasound image, the location of the tip is
backprojected into the camera image, distorted and scaled to a water based camera system
using equations 6.1, 6.2 and 6.3, respectively. Through another manual segmentation of the
actual position of the probe in the camera image, an error estimation in pixels for the back-
projection can be computed. A series of 20 probe tip location pairs in ultrasound and camera
images was taken in advance to the calibrations to provide a common dataset for verifica-
tion. Figure 7.1 shows the point locations for camera and ultrasound in image coordinates.
Since the points can only lie within the overlapping area of camera and ultrasound image,
they are intentionally not distributed throughout the entire image spaces.

As a quality indicator the cumulative pixel error for all n = 20 point pairs pi, qi is com-
puted as the sum of their euclidean distances:

cpee =
n∑

i=1

√√√√ 2∑
j=1

(
pij − qij

)2
(7.1)

7.2.1 Ultrasound Beam Thickness

The ultrasound plane is not a true plane in the mathematical definition since it has a
thickness. Due to the miniature sizes, this thickness covers a substantial area in the camera
image, where a mathematical plane would only show as a line. It is very difficult to place the
tip of the probe exactly in the center of the ultrasound plane. The recorded probe positions
in the camera image can thus deviate orthogonally from the location of the backprojected
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Figure 7.1: Probe tip positions used for verification in camera image (left) and ultrasound
image (right)

ultrasound plane. This leads to high cpee error values, although the backprojection might
actually be of good quality. For this reason, in addition to the euclidean distances between
the points cpee their component parallel to the ultrasound plane is considered during the
experiments, approximated by their image height y:

cpeh =
n∑

i=1

piy − qiy (7.2)

This measure can give a better estimate of the actual backprojection quality since it eliminates
errors caused by the validation method itself, albeit at the price of only considering the image
height as opposed to a full two-dimensional parameter space.

50



CHAPTER 7. EXPERIMENTS AND RESULTS

7.3 Phantom Calibration

To evaluate the quality of the phantom based automatic calibration, a series of 25 cam-
era and ultrasound image pairs was taken. From the ultrasound images, 25 Z-fiducial based
pose estimations PH i

U were computed. From the camera images, pose estimations were per-
formed for each image with all five intrinsic camera parameter sets computed beforehand,
resulting in 25 · 5 camera poses PHj

U .
These two sets of transformations were combined into 125 calibration matrices CHU =
PH−1C · PHU , matching the 125 camera poses to their respective ultrasound pose counter-
part.
Finally, groups of five transformations CHU were averaged, resulting in 25 final calibration
matrices. The groups were chosen such that all five transformations are always based on the
same intrinsic parameter set. This averaging of the transformation matrices is performed to
decrease the influence of small errors in the pose estimations and increase the robustness
of the calibration. Since this effectively only requires capturing five frames in succession as
opposed to just one, this has virtually no significance for the time it takes to acquire the cali-
bration data.
Figure 7.2 shows the backprojection for the calibration with the smallest cpeh. Table 7.4 shows
the cpeh for all 25 calibrations, and figure 7.3 shows a bar graph representation of the same
data.
Table 7.3 shows the statistical results for all 25 phantom calibration based backprojections.
The root mean square of the cpee and cpeh values of all backprojections give an estimate on
the overall calibration quality. These values, containing the sum of the errors for the n = 20
point pairs, divided by n show the global root mean squared backprojection error per point
pair for all calibrations. This value gives an indication on the expected rms error for a sin-
gle backprojection. The statistics also contain the standard deviation of the error measures,
providing insight into the robustness of the calibration method, and the minimum and max-
imum error values.

rms(cpeh) 135.0 px
rms(cpeh)/n 6.8 px
rms(cpee) 883.5 px
rms(cpee)/n 44.2 px
std(cpeh) 8.7 px
std(cpee) 243.0 px
min(cpeh) 122.1 px
min(cpee) 599.2 px
max(cpeh) 156.3 px
max(cpee) 1150.4 px

Table 7.3: Statistics for the cumulative pixel error values cpee and cpeh for the n backprojected
point pairs using the phantom based calibration results.
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Series / Calibration 1 2 3 4 5
1 134.4025 143.0106 125.2891 132.6114 127.3032
2 142.4239 156.2790 135.2819 132.8594 129.0526
3 133.4166 150.7048 127.8473 133.9132 126.7974
4 136.8322 153.0816 130.6254 133.1631 127.6720
5 139.6033 137.6144 122.0989 129.1382 128.0037

Table 7.4: Cumulative backprojection height error cpeh in pixels for phantom based calibra-
tion
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Figure 7.2: Best backprojection of the phantom based calibrations. The pluses show the tip
locations in the camera image, the asterisks show the backprojected points from the ultra-
sound image. The bars on the backprojected points show the estimated ultrasound beam
thickness at this position, and the dashed lines show the point pairs.
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Figure 7.3: Phantom based calibration accuracies.

As can be seen from the data, the rms(cpee) measure is much higher than the rms(cpeh)

measure at a ratio of rms(cpee)
rms(cpeh)

= 6.5, due to the ultrasound beam thickness discussed
in subsection 7.2.1. While the backprojection error per point pair for the height compo-
nent rms(cpeh)/n may be considered acceptable at 6.8 pixels for an endoscopic camera
and miniature ultrasound system, the euclidean distance error measure is very high at
rms(cpee)/n = 44.2 pixels.
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7.4 Hand-Eye and Single Wall Calibration

A hand-eye calibration was performed from the same images as the intrinsic camera
calibrations using an attached NDI Aurora 6DOF position sensor. Since this calibration is
performed in air, there is no need for adaptation to a water based camera system with this
method. Table 7.5 shows the backprojection errors for the hand-eye calibrations, which is
the mean euclidean distance in pixels between the backprojected points and their original
segmentation in the source images.
A single-wall calibration was also performed five times, with table 7.6 showing the quali-
tative calibration results obtained by backprojecting a line onto the live ultrasound image
stream and backprojecting a segmented pointer tip in captured ultrasound images.

Calibration Backprojection Error (pixels)
1 8.4880
2 5.2993
3 9.9622
4 5.8400
5 6.8718

Table 7.5: Backprojection error for hand-eye calibration series

Calibration Line-to-Line Quality Pointer Tip Quality
1 OK 10 mm deviation
2 OK OK
3 OK OK
4 OK OK
5 Best Best

Table 7.6: Line and pointer backprojection quality for single-wall calibrations
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The five hand-eye and five single-wall calibration transformations were combined in all
permutations to guarantee the pairing of the best of both calibrations. Each of the resulting
25 transformation matrices was then used for a backprojection of the verification data in
conjunction with the matching intrinsic parameters.
Figure 7.4 shows the backprojected point pairs for the calibration result with the lowest cpeh
error. Table 7.7 shows the cpeh measurements for all 25 backprojections. Figure 7.5 shows a
bar graph representation of the cpeh values. Finally, table 7.8 show the results and statistics
from the backprojections, analogous to the statistics of the phantom based calibration.
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Figure 7.4: Best backprojection of the hand-eye and single-wall based calibrations. The pluses
show the tip locations in the camera image, the asterisks show the backprojected points from
the ultrasound image. The bars on the backprojected points show the estimated ultrasound
beam thickness at this position, and the dashed lines show the point pairs.
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Series / Calibration 1 2 3 4 5
1 1677.6 300.93 468.78 448.31 606.90
2 1300.1 173.37 158.69 144.24 264.24
3 1152.0 198.81 127.95 119.26 196.18
4 1315.2 170.41 163.61 146.99 270.37
5 1324.5 164.28 170.65 153.47 276.03

Table 7.7: Cumulative backprojection height error cpeh for hand-eye and single-wall calibra-
tions.

rms(cpeh) 656.0 px
rms(cpeh)/n 32.8 px
rms(cpee) 951.0 px
rms(cpee)/n 47.6 px
std(cpeh) 477.5 px
std(cpee) 385.2 px
min(cpeh) 119.3 px
min(cpee) 479.3 px
max(cpeh) 1677.6 px
max(cpee) 1937.4 px

Table 7.8: Statistics for the cumulative pixel error values cpee and cpeh for the n backprojected
point pairs using the hand-eye and single-wall calibration results.
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Figure 7.5: Hand-eye and single-wall based calibration accuracies.
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Compared to the phantom based calibration, the rms(cpee) and rms(cpeh) values are
larger, while their ratio is smaller at cpee

cpeh
= 1.4. If the best in class reprojection errors

min(cpeh) are considered, both methods give similar results at 119.3 pixels for the hand-
eye and single-wall method, and 122.1 pixels for the phantom based method.
The high standard deviations for the reprojection error measures suggest that the method is
more fragile than the phantom based calibration. Especially in the bar graph representation
of the calibrations, a pattern of outstandingly high error values can be observed. These par-
ticular calibrations are all based on the first single-wall calibration which also produces a 10
mm deviation in the pointer tip validation. It is thus likely that this calibration is inaccurate
and subsequently causing the high backprojection errors. However, even if this calibration
is considered an outlier, the cpeh errors are still deviating significantly more than with the
phantom based calibrations, as can be seen in the bar graph representations.
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7.5 Conclusion

The best calibration results of each method, defined as the calibration with the lowest
cpeh, are on par at 119.3 pixels for the hand-eye and single-wall method, and 122.1 pixels for
the phantom based method. It is likely that this maximum accuracy is limited by the error
of the ultrasound calibrations, since this modality has a lower resolution and more noise
than the camera system.

The phantom based calibration is clearly more robust, supported by the significantly
lower average error values and standard deviations. In conjunction with the fact that the
phantom based calibration can be performed within a very short time, the robust results can
be considered an advantage over the hand-eye and single-wall approach. Furthermore, a
tracking system is required only during phantom construction, which may be an advantage
depending on the intended application.

The goal of this thesis to develop a calibration method for finding the spatial relation
between the camera system and ultrasound transducer has been reached. While the accu-
racy achieved by the method is not enough for image fusion applications, it achieves an
accuracy similar to the established hand-eye and single-wall calibrations, while being faster
and more robust.

7.6 Future Work

The most deteriorating influence for the accuracy during the phantom based calibration
is most probably the ultrasound pose estimation. As can be seen in figure 6.4, the hollow
tubes appear as large smeared circles, leaving a large margin for segmentation errors.
Furthermore, the four fiducials provide only one redundant point for the point based
registration, leaving little capabilities for error compensation.

If an improved phantom with more and smaller fiducials could be constructed the
calibration accuracy will improve, as found by Pagoulatos et al. [62]. For this, a segmen-
tation reference similar to the rubber plate used by Hsu et al. [41] would be required. The
problem of the obstructed camera view caused by this plate could be overcome by placing
the reference at the bottom of the phantom, as opposed to [41].

Another challenge is the magnification effect caused by placing the camera underwa-
ter. This leads to comparatively few feature points from the pattern being visible, adversely
affecting the pose estimation quality. A more thorough evaluation of the characteristics of
this camera system may lead to an improved pattern and pose estimation algorithm.
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7.7 Applications

A possible use for the calibration data is freehand 3D ultrasound. In a navigation system
capable of image based camera to CT registration, the precise position of the camera inside
a CT coordinate system is available. Using the calibration transformation, ultrasound scans
could then be compounded directly inside this coordinate system.
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Hand-Eye and Single-Wall Based Calibration Backprojections
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