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Abstract

A trend in abdominal surgery is the transition from open procedures to minimally inva-
sive laparoscopic interventions, where visual feedback to surgical staff is only available
through the laparoscope camera and direct palpation of organs is impossible. To success-
fully perform such sophisticated interventions, the provision of additional intraoperative
feedback can be of great help to the surgical staff, especially in complex cases.

This work introduces several new concepts for the application of augmented reality
techniques to laparoscopic surgery. One main idea is to utilize multiple intraoperative
imaging devices for the acquisition of up-to-date patient data. Optical and electromag-
netic tracking systems are applied to determine the position and orientation of both rigid
(mobile C-arm, laparoscope) and flexible (laparoscopic ultrasound) imaging devices. The
acquired patient data is intrinsically registered to the tracked laparoscope in one common
coordinate system, so it can be directly superimposed on the images of the laparoscope
camera in real time without intraoperative registration steps. This intuitive superimpo-
sition can visually assist and direct the surgeon, as hidden anatomy such as vessels or
tumors below the surface of an organ are revealed.

The presented visualization aid can be used during critical phases in the surgical
workflow such as port placement and intraoperative resection planning. Whereas super-
imposition for resection planning is based on intraoperative, implicitly registered imaging
data, superimposition for port placement requires an interactive registration of preop-
erative imaging data to the patient. This interactive process is mostly automated by
a newly introduced registration technique that results in a port placement procedure
soundly integrated into the current surgical workflow. For resection planning and guid-
ance, where navigated laparoscopic ultrasound can be used to acquire updated images of
patient anatomy, a hybrid tracking approach including a method capable of estimating
the reliability of electromagnetic tracking data is presented, which is able to automatically
notify the surgical staff on possible tracking inaccuracies.

The dissertation bases its validation on many experiments, including animal experi-
ments, performed in close partnership with several surgeons.

Keywords:
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Zusammenfassung

Ein gegenwärtiger Trend in der abdominellen Chirurgie ist der Übergang von offenen zu
minimalinvasiven laparoskopischen Eingriffen. Dabei erhält das chirurgische Team visu-
elles Feedback nur über die Laparoskop-Kamera und kann Organe nicht mehr direkt ab-
tasten. Für die erfolgreiche Durchführung von laparoskopischen Eingriffen ist das Bereit-
stellen von zusätzlichem intraoperativen Feedback für das chirurgische Team von großer
Hilfe, insbesondere bei komplizierten Befunden.

Diese Arbeit stellt diverse neue Konzepte für die Anwendung von Augmented Reality-
Techniken in der laparoskopischen Chirurgie vor. Eine Hauptidee dabei ist die Verwendung
von mehreren Geräten für die intraoperative Bildgebung, mit denen aktuelle Patienten-
daten gewonnen werden können. Die Position und Ausrichtung aller starren (C-Bogen,
Laparoskop) sowie flexiblen (laparoskopischer Ultraschall) Bildgebungsgeräte wird von
optischen und elektromagnetischen Tracking-Systemen verfolgt, was eine intrinsische Re-
gistrierung aller Geräte im selben Koordinatensystem ermöglicht. Dadurch können die
Live-Bilder der Laparoskop-Kamera ohne zusätzliche intraoperative Registrierungsschrit-
te sowie in Echtzeit mit den Patientendaten überlagert werden. Diese intuitive Überlage-
rung kann den Chirurgen visuell unterstützen und leiten, da unter der Organoberfläche
verborgene anatomische Strukturen wie zum Beispiel Gefäße oder Tumore sichtbar ge-
macht werden.

Die vorgestellte Visualisierungshilfe kann während kritischer Phasen des chirurgischen
Eingriffes verwendet werden, wie zum Beispiel zur Port-Platzierung und zur intraoperati-
ven Resektionsplanung. Während die Überlagerung zur Resektionsplanung auf intraope-
rativen, implizit registrierten Bilddaten basiert, benötigt sie für die Port-Platzierung eine
interaktive Registrierung der präoperativen Bilddaten zum Patienten. Diese interaktive
Prozedur wird weitgehend automatisiert durch eine neu eingeführte Registrierungstech-
nik, aus der ein Port-Platzierungsverfahren hervorgeht, welches sich reibungslos in den
gegenwärtigen chirurgischen Arbeitsablauf integrieren lässt. Für die Resektionsplanung
und -führung, wo navigierter laparoskopischer Ultraschall zur Erfassung aktueller Bil-
der der Patientenanatomie verwendet werden kann, wird zudem ein hybrider Tracking-
Ansatz einschließlich einer Methode zum Abschätzen der Zuverlässigkeit elektromagneti-
scher Tracking-Daten vorgestellt, welche das chirurgische Team automatisch über mögliche
Tracking-Ungenauigkeiten informieren kann.

Alle vorgestellten Konzepte wurden in zahlreichen Experimenten sowie Tierversuchen
validiert, welche in enger Zusammenarbeit mit mehreren Chirurgen durchgeführt wurden.

Schlagwörter:
Medizinische Augmented Reality, Bildgestützte Navigation, Laparoskopische Chirurgie,
Computerunterstützte Chirurgie
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CHAPTER

ONE

MINIMALLY INVASIVE LAPAROSCOPIC SURGERY

“If we review the evolution of medicine from the ancient times of ‘Metaphysical theory
of disease’ to the development of subspecialties in medicine called ‘Modern medicine’

(1900), and finally the ‘Health for all in 2000’ slogan (1981), we find that humankind has
always tried to maintain the quality of health care, constantly improving the health of
his society.” [6] What matters most was to extend the quality and quantity of life, for
instance by means of developing more and more advanced surgical treatment methods.
During the last decades the advent of minimally invasive techniques such as laparoscopic
surgery shifted this paradigm to “less can be more”, i.e. less trauma as well as equivalent
or better recurrence, cure, and complication rates.

This chapter gives a short overview on the history of laparoscopy and describes, how la-
paroscopic surgery is performed and which advantages and drawbacks in turn laparoscopy
implicates.

1.1 History
Already more than two millennia ago, first tools were developed to look inside the human
body. The Greek Hippocrates (460 - ca. 370 BC), founder of a medical school on Cos,
already describes a rectal speculum1 for the treatise on fistula [91]. Ancient Greeks,
Romans, and Egyptians already used similar instruments to examine all kinds of natural
orifices of the human body such as rectum, vagina, ear, and nose. At that time, all
examinations were dependent on natural light.

In 1805, the German Philipp Bozzini was the first utilizing artificial light coming
from a candle placed inside a housing for his examinations [13]. To one side of the
housing tubes of different sizes could be attached, which could be inserted into the orifices.
Bozzini termed his invention “Lichtleiter” (cf. figure 1.1a). In 1853, the French Antonin
Jean Desormeaux developed an open tube system incorporating mirrors and lenses to
examine the urinary tract and the bladder. He was the first, who named his instrument
“endoscope”. Instead of a candle, he used a mixture of turpentine and alcohol as light

1A speculum is an instrument used to dilate an opening to look within a passage or a cavity.
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source (cf. figures 1.1b and c). For many both Bozzini and Desormeaux are considered
the “fathers of endoscopy”, Bozzini because of his early work and Desormeaux due to the
great success of his endoscope, which was manufactured in rather large quantities.

(a) Bozzini’s Lichtleiter (b) Desormeaux’s endoscope, illustrated by P.
Lackerbauer del.

(c) Desormeaux’s en-
doscope incorporating
lamp, chimney vent,
and mirror

Figure 1.1: Historic endoscopes of Bozzini and Desormeaux (Images courtesy of the Na-
tional Library of Medicine).

The first usage of endoscopes as telescopic instruments dates back to 1877, when the
German Maximilian Nitze publicly presented an urethroscope and a cystoscope (cf. figure
1.2) with electrical lighting and lenses to examine the uthera and the bladder, respectively
[142]. In 1879, together with the Austrian Josef Leiter he presented an improved version of
the cystoscope, the so-called “Blasenspiegel”, which was appreciated by an international
scientific community.

First diagnostic laparoscopic examinations were performed by the German Georg
Kelling, who examined a dog’s peritoneal cavity and its contents using Nitze’s cysto-
cope in 1901. 9 years later, the Swedish surgeon Hans Christian Jacobaeus was actually
the first to coin the term “Laparothorakoskopie” for the examination of the human peri-
toneal, thoracic, and pericardial cavities. The word laparoscopy comes from the Greek
words lapara (“the soft part of the body between ribs and the hip, flank, loin”, i.e. the
abdomen) and skopein (“to look at or survey”) [91].

In the following decades, various rigid and flexible endoscopes were developed, for
instance rectoscopes, esophagoscopes, gastroscopes, and bronchoscopes for the exploration
of rectum, esophagus, stomach, and lungs (cf. figure 1.3). Endoscopy was mainly dedicated
to diagnosis until the invention of video based systems in the 1980s, which are able
to transfer the endoscope images to an external display. Thus, video endoscopy allows
different team members to simultaneously see the endoscopic view. The operating surgeon
can use both hands for the procedure while an assistant can position the endoscope. This
feature was one of the major incentives for opening the field of endoscopic surgery.

Laparoscopic surgery started to evolve after the first successful laparoscopic cholecys-

2



1.1 History

(a) Urethroscope. (b) Examination using an urethroscope. (c) Cystoscope.

Figure 1.2: Nitze’s telescopic instruments (Images courtesy of the Nitze-Leiter Museum
of Endoscopy).

(a) Patient undergoing gastroscopy. (b) Panelectroscope for rec-
toscopy from 1907.

Figure 1.3: Gastroenterology (Images courtesy of the Nitze-Leiter Museum of Endoscopy).
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tectomies2 by O.D. Lukichev (1983), Erich Mühe (1985), and Phillipe Mouret (1987),
respectively [182]. Since then, endoscopy was successfully introduced into other surgical
disciplines as well.

More comprehensive reviews on the history of endoscopy and laparoscopy can be found
for example in above mentioned references [13, 91, 97, 182].

1.2 Techniques
When Mouret performed his first laparoscopic cholecystectomy in 1987, he used four
trocars3 to insert the laparoscope along with a set of minimally invasive instruments
into the patient’s abdominal cavity [182]. Since then, laparoscopic cholecystectomy got
a standard minimally invasive procedure to treat symptomatic gallstones. Nowadays
up to about 98% of these interventions are performed laparoscopically with a very low
conversion rate to open surgery [19].

In general, laparoscopic surgery is often applied for the (partial) resection of diseased
organs. It is performed under general anesthetic. The procedure requires a few small
incisions in the abdomen, which are used as trocar ports. Usually two to four plastic
trocars of 11 and 12 mm diameter are placed to insert rigid surgical instruments. Another
trocar is needed for the laparoscopic camera, which gives a magnified view onto the
instruments and anatomy. The surgeon selects all ports by palpation of external anatomic
landmarks, primarily based on his/her previous experience. An ideal selection of these
ports can be one of the key issues in laparoscopic surgery, as the optimal choice of the
instrument ports provides full access to the whole operation region as well as adequate
surgeon dexterity.

The laparoscope usually has an oblique 30◦ optic to gain a wider perspective by rotat-
ing it about its own axis. This is especially useful when inserting the laparoscope camera
relatively parallelly to an organ surface and for looking behind objects (cf. figure 1.5). To
provide better visualization and exposure to the surgeon, pneumoperitoneum is applied,
i.e. carbon dioxide (CO2) is insufflated into the abdomen to enlarge the surgeon’s working
volume.

In contrast to cholecystectomy, where the whole gallbladder is removed, for liver re-
section only tumorous parts of the organ are resected, which are usually located in one of
the eight liver segments (I–VIII) as defined by Couinaud [31, 169] (cf. figure 1.7). Liver
resection may be used for metastasis from a colorectal cancer, hepatocellular carcinoma
(HCC), and benign liver tumors or cysts.4

Mala and Edwin [102] provide a good insight into a typical totally laparoscopic liver

2Cholecystectomy is the surgical removal of the gallbladder.
3A trocar is a sharply pointed cylinder that can be used to insert instruments into the body cavity

(various shape types of sharp trocar tips exist, e.g. pyramidal or conical). In figure 5.11, three plastic
trocars are visible.

4Metastasis is the spread of cancer from its primary site to other places in the body. Hepatocellular
carcinoma is a primary malignant tumor of the liver, which is capable of growth, invading into surrounding
tissues, and spreading to distant tissues, contrary to benign tumors, which do not invade adjacent tissues
and do not metastasize.

4



1.2 Techniques

(a) Back view (b) Frontal view

Figure 1.4: Illustration of the human abdominal anatomy (From Gray [58]).

(a) 0 ◦ optic. (b) Forward oblique optic.

Figure 1.5: Advantage of a laparoscope with oblique optic (b) in comparison to a 0◦ optic
(a): Using the same trocar, an oblique laparoscope allows to look behind objects (e.g. to
see the black spots). Overall a wider field of view can be achieved by also rotating the
oblique laparoscope. (Images courtesy of Vogt [184]).
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Figure 1.6: Anatomy of the liver (From Gray [58]).

(a) Frontal view. (b) Caudal view. (c) Cranial view.

Figure 1.7: Segmented liver segments (I–VIII) and their corresponding vessels as defined
by Couinaud (Images courtesy of the German Cancer Research Center, Division of Medical
and Biological Informatics).

6



1.3 Advantages and Problems

resection procedure. After trocar port placement and CO2 insufflation, electrocauteriza-
tion5 is utilized to mark the area to be resected on the liver surface. At the beginning
of the resection, outer small vessels and bile ducts are sealed by an ultrasonic scalpel.
An ultrasound (US) surgical aspirator can be used to fracture and evacuate liver tissue
deeper inside the liver. An ultrasonic scalpel, diathermy6, or clips can be applied to divide
minor vessels and bile ducts, which remain preserved, while larger ones can be ligated by
a stapling device or clips. To guide the division of vessels and eventually ensure adequate
tumor clearance during resection, ultrasonography can be used for the assessment of vessel
and tumor locations.

1.3 Advantages and Problems
Compared to traditional laparotomy (open surgery), several benefits were reported in
the literature for laparoscopy (minimally invasive surgery). Besides leaving smaller scars,
patient trauma and discomfort are reduced, which may result in shorter hospital stays,
less postoperative complications, and faster rehabilitation. However, some laparoscopic
procedures require a longer operating time and higher instrument costs. In the case of
resection for malignancy, there is also the possibility of less tumor clearance [91].

If previously palpated external landmarks do not correspond to the individual internal
anatomy of each patient, a misplacement of ports can occur, leading to time-consuming
new port placement, which is considerable pain and takes extended recovery for every
patient. Even experienced surgeons sometimes require port replacements during difficult
interventions such as vessel dissection and lymph node dissection of the hepatoduodenal
ligament7 or along the vena cava inferior (see figures 1.4 and 1.6), so an exact port
placement is of great importance.

To successfully perform laparoscopic interventions, highly trained and experienced spe-
cialists are required. When operating through small incisions, the surgeons are prevented
from directly palpating organs, vessels, and tumors during the intervention. Besides this
lack of tactile perception, they have to cope with a restricted 2D vision and a limited
workspace compared to open surgery. At the same time, they need to maintain their
dexterity and hand-eye coordination when handling minimally invasive instruments. Ad-
ditionally, the target region often lies inside the organ, so it cannot be directly seen in
the laparoscopic view onto the organ surface. In the case of liver resection, certain vessels
need to be identified and ligated to avoid bleeding, which however mostly lie inside the
liver. Therefore, advanced image guidance and visualization techniques are beneficial to
support the surgical staff during the laparoscopic intervention [122].

5Electrocauterization is the process of burning or destroying tissue with electricity.
6Diathermy is a method of deep heating of tissues, accomplished by the use of high-frequency electrical

current.
7The hepatoduodenal ligament is the portion of the lesser omentum that connects the porta hepatis

of the liver and the duodenum.
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CHAPTER

TWO

AUGMENTED REALITY IN IMAGE-GUIDED SURGERY

For many years, numerous imaging modalities and computer systems have been intro-
duced and utilized to assist physicians in their everyday clinical life. Today, physi-

cians are capable of performing more sophisticated as well as less invasive diagnosis and
treatment of patients. Many procedures previously performed under open surgery can
now be replaced by minimally invasive interventions, motivated by improved results and
lower overall costs [206]. In abdominal surgery, an analogous trend from laparotomy to
laparoscopy can be observed. It was not until the availability of image guidance that
made this transition possible.

This chapter introduces the basic concepts of image-guided surgery and illustrates the
detailed problems, which need to be tackled in laparoscopic surgery by means of image
guidance. Furthermore, it describes, how augmented reality techniques can support image
guided surgery and how they are utilized in this dissertation to facilitate new registration,
visualization, and tracking concepts.

2.1 Image-guided Surgery
In minimally invasive surgery, direct visual feedback (as it was the case for open surgery)
is replaced by indirect feedback. This indirect feedback relies solely on a combination of
preoperative and intraoperative imaging data with additional information such as from
tracking surgical instruments. In this way, a part of the information can be recovered,
which got lost due to indirect feedback but which is needed to identify and to understand
anatomical structures.

Many image-guided surgery systems have been developed, both on the research and
commercial side. As summarized by Yaniv and Cleary [206], these systems typically rely
on a surgical plan, which in turn is based on preoperative imaging data acquired during
computer assisted diagnosis (CAD) [35, 40], where for instance suspicious lesions such as
tumorous regions are detected and classified [110] or optimal trocar ports can be computed
[2, 23, 25]. After registration, i.e. alignment of the coordinate system of the preoperative
imaging data with the intraoperative coordinate system of patient and instruments, this
plan is executed. During the intervention, image-guided surgery systems visually assist
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the surgeon by multiple interfaces and displays to perform a successful navigation of
surgical instruments to a target region.

Recent reviews on (laparoscopic) image-guided surgery were published by Marvik et
al., Peters, and Yaniv and Cleary [122, 137, 206]. In general, an image-guided surgery
system can incorporate imaging (including low level image processing), segmentation,
tracking, registration, interaction, as well as visualization techniques.

2.1.1 Imaging
Any surgical intervention is based on its underlying pathology, i.e. diagnosis of a disease
through the examination of a patient. This examination is mainly achieved by preoper-
ative anatomical and/or functional imaging such as X-ray, computed tomography (CT),
magnetic resonance imaging (MRI), positron emission tomography (PET), single pho-
ton emission computed tomography (SPECT), or ultrasound (US) imaging (also referred
to as (ultra)sonography), often combined with contrast agent administration to high-
light e.g. vessels and tumors. Alternatively, more invasive methods such as diagnostic
laparoscopy can be applied. The resulting images are two-dimensional (2D) slices or pro-
jections, three-dimensional (3D) volumes, or four-dimensional (4D) volumes over time,
which support the physician in the diagnostic process. The same data sets or intraoper-
atively acquired updates can be used for instrument navigation during image guided in-
terventions (to display the current position and orientation of surgical instruments within
the data set).

More details on the physical principles, technology, equipment, and procedures related
to image formation can be found for instance in the book of Hendee and Ritenour [65]. In a
recent article [200], Wolbarst and Hendee also describe emerging trends and technologies in
medical imaging such as optical and near-infrared imaging, terahertz imaging, microwave
imaging, thermography, or intrinsic and applied electric and magnetic fields.

2.1.2 Segmentation
The data sets formed by afore said imaging technologies are generally discrete sets of
pixels or voxels with certain intensities. As it can be difficult to distinguish between
healthy or diseased tissues, organs, and bones, the data sets can be further processed
to obtain labeled partitions of the patient anatomy such as liver segments, vessel trees,
and tumors. This supports the physician during diagnosis to study anatomy, localize
pathology, quantify tissue volumes, and plan the treatment, as well as during image-guided
surgery [138], where a clear distinction of anatomy can be helpful. However, segmentation
techniques are usually tailored to certain specialities and often require time-consuming
interaction with the physician.

2.1.3 Tracking
In order to continuously determine the position and orientation (“pose”) of surgical in-
struments in regard to the patient data set, tracking systems can be employed. Tracking
bodies or sensors are integrated into or attached to the instruments and/or the patient
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(anatomy) and localized in the coordinate frame of the tracking system. Tracking systems
usually provide pose information with six degrees of freedom, i.e. three degrees of free-
dom for translation and three degrees of freedom for orientation. Typical tracking devices
used in medical applications are mechanical arms (which are mainly used in robotically
assisted interventions), optical tracking systems, and electromagnetic tracking systems,
all coming with their own advantages and drawbacks.

Martelli et al. compared an optical to a mechanical tracking system [103]. While both
systems feature submillimeter accuracy, the authors slightly favor the optical system due
to its easy use and capability of tracking multiple instruments, which can be important
issues in the operating room. A comparison of two commercially available optical tracking
systems was performed by Khadem et al. [76]. In detail, they evaluated the FlashPoint
system, which is now offered by BIG (Boulder Innovation Group, Inc., Boulder, CO,
USA)1 and the Polaris system by NDI (Northern Digital Inc., Waterloo, OT, Canada)2

in five different configurations. They conclude that both tracking systems are compa-
rable in terms of jitter with the most jitter along the viewing direction of the tracking
cameras getting worse with increasing distance. Therefore, they recommend to place the
tracking cameras as close as possible to the operating field in such a way, that the least
clinically significant direction is aligned with the viewing direction of the cameras. In
their analysis of the stability of electromagnetic tracking systems, Schicho et al. conclude
that electromagnetic trackers do not yet reach the stability and accuracy of their optical
pendants [149]. They propose to perform a detailed risk analysis including the definition
of accuracy security margins and also to test the stability of the electromagnetic tracking
system with the use of surgical instruments, before it is utilized in the operating room.

The most important parts of instruments, which need to be located, are usually their
tool tips, e.g. forceps or scissors. If the instruments are rigid, optical tracking systems
or mechanical arms can be employed for tracking, while flexible instruments can almost
only be tracked by electromagnetic systems because of the missing line of sight of the
instrument tips, which are located inside the patient. An alternative to track flexible
instruments may be the integration of a so-called ShapeTape (Measurand Inc, Fredericton,
NB, Canada)3, as done by Koizumi et al. for flexible endoscopic ultrasound [81].

More details on tracking concepts in general are provided for example by Bishop et
al. [18], Rolland et al. [146], and Welch and Foxlin [192], details on tracking systems for
surgical navigation e.g. by above references [76, 103, 149] and Birkfellner [15].

2.1.4 Registration
One of the key components of image-guided surgery systems is the registration of pre-
operative and/or intraoperative patient data to the intraoperative setup, i.e. patient and
instruments. All entities need to be brought into one common world coordinate frame,
which usually is the coordinate frame of the tracking system. Various noninvasive and
invasive methods have been developed to register the patient and his/her imaging data,

1http://www.boulderinnovators.com/
2http://www.ndigital.com/
3http://www.measurand.com/
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for instance the attachment of (stereotactic) frames, adapters, fiducial markers, or simply
natural landmarks, which can be located in both the tracking coordinate system and the
imaging data coordinate system. Alternatively, surface points of relevant patient anatomy
can be intraoperatively collected in the coordinate frame of the tracking system, e.g. by
a tracked pointing device or laser range scanner, and matched to surfaces generated from
the patient data set.

Additionally, multiple imaging modalities may be used to guide the surgical staff, for
instance PET and CT data for the fusion of functional and anatomical patient information.
To align the coordinate systems of these modalities, image to image registration methods
are commonly applied. A 2D to 3D image registration method is for instance presented by
Grzeszczuk et al. [61] and Murphy [124], who use a fluoroscope to acquire intraoperative
X-ray images and register them to digitally reconstructed radiographs (DRR) created from
preoperative CT. This procedure has the advantage that no fiducials have to be added
to the patient while keeping high accuracy. By also tracking the C-arm, its subsequent
motions can be updated in the registered CT data set.

In abdominal and thoracic surgery, where the anatomy is deformed intraoperatively,
the registration of patient and imaging data becomes very difficult, especially if preoper-
ative data is to be aligned with the patient. The development of deformable registration
algorithms is currently an issue of major interest to the scientific community.

Elaborate reviews on registration methods are provided by Maintz and Viergever [101],
Hill et al. [67], as well as Zitová and Flusser [208].

2.1.5 Interaction

Interaction between the surgical staff and the image-guided surgery system is a topic,
which was often underestimated especially for the first developed systems. A direct com-
munication between the surgical staff and the system software was rarely possible, only via
a system engineer [183]. Early systems often relied on input from standard non-sterilizable
keyboards and mice. In the last years, several sterilizable interaction alternatives were
proposed, for instance touch screens, binary input devices such as foot switches or tool
embedded switches, tracked virtual keyboards, as well as speech and gesture recognition
systems [206].

Another important interaction issue is the way how the data required for image-guided
surgery is presented to the surgical staff. A standard technique utilizes a monitor that is
placed next to the operating table and displays four major areas, where three of them are
used for axial, sagittal, and coronal views of the patient data, and the fourth one is used
for a 3D volume rendering (see below – section 2.1.6). To bring the displayed data closer to
the physicians, several alternatives were developed for in-situ (in the place) visualization,
for instance miniature LCD screens, stereo operating microscopes and binoculars, head
mounted displays (HMDs), and semi-transparent mirrors [206].
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2.1.6 Visualization
All imaging data needs to be presented to the surgical staff in an appropriate way. In
the case of 3D volumetric data, three standard visualization methods are often used:
Slice based, surface based, and direct volume rendering. Slice based techniques usually
present orthogonal slices, i.e. axial, sagittal, and coronal views of the patient volume,
or, more rarely used, oblique slices. Surface rendering methods require a previous data
segmentation to obtain partitions of the anatomy, which are further processed in an
intermediate step to generate 3D models of the anatomy, e.g. by using the marching
cubes algorithm [100]. This intermediate step can be avoided by direct volume rendering
techniques, which are able to directly present the 3D volume to the user as 2D projections
by e.g. applying transfer functions, which map certain intensities and colors to the voxels
of the volume. An overview of volume rendering techniques can be found in a tutorial of
Meißner et al. [111].

The major advantage of image guidance is the simultaneous visualization of tracked
surgical instruments with respect to the imaging data, for instance by showing (projected)
3D models of the surgical instruments or just lines or circles representing the axis or tool
tip of an instrument within the volume.

Several groups also started to incorporate virtual reality (VR) and augmented re-
ality (AR) techniques into image-guided surgery systems for an advanced and intuitive
visualization, which is described in the following section.

2.2 Augmented Reality in Endoscopic Surgery
While virtual reality lets the user entirely immerge into a computer generated virtual
world and interact with the computer, augmented reality takes the opposite approach:
Virtual, computer generated objects are added to the real physical world [193]. Additional
information is provided to the user and fused with the real world in an augmented reality
environment or, synonymously, in a mixed reality environment. According to Milgram
et al. [114], mixed reality also comprises the so-called augmented virtuality, i.e. a virtual
environment in between augmented reality and virtual reality, which is enhanced by in-
formation from the outside reality, such as texture images or videos. However, nowadays
mixed reality is commonly referred to as a synonym for augmented reality, along with
the term “enhanced reality”, which some authors use [59, 105, 106, 112, 154]. Azuma et
al. concisely define an augmented reality system as a system with the following properties
[4, 5]:

1. Real and virtual objects are combined in a real environment, they appear to coexist
in the same space.

2. The system runs interactively and in real time.
3. Real and virtual objects are registered, i.e. aligned with each other.

Applied to the surgical context, this means that real objects are for instance the patient
and instruments, while their virtual counterparts are instrument models, imaging data,
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or additional information such as paths towards the target region, which are overlaid onto
the surgeon’s view.

The first medical system of this kind has been realized in the middle of the 1980s for
neurosurgery [54, 145]. It integrates co-registered images of segmented CT volumes into
the view of an operating microscope. Other medical augmented reality systems have been
developed thereafter. Bajura et al. [7] report on a head mounted display for visualization
of ultrasound images registered to the patient’s anatomy. Lorensen et al. [99] developed
an externally tracked camera for image overlay on a monitor for neurosurgery. Masutani
et al. [106] report on an autostereoscopic display overlaying images via a semi transparent
mirror on the operation site.

Even though the augmentation of additional imaging data on live endoscope images
seems to be a straightforward idea, the first augmented reality systems in endoscopy did
not appear before the end of the 1990s. Freysinger et al. developed an image guidance
system for endoscopic ENT surgery, which is able to superimpose a bent 3D path to-
wards a predefined target on the endoscopic images [53]. Shahidi et al. proposed a system
for brain surgery in order to overlay preoperative volumes of MRI or CT, respectively,
on live endoscope images [155]. Konen, Scholz et al. presented a navigation system for
neurosurgery based on image processing [82, 152]. While Freysinger et al. employ elec-
tromagnetic tracking, the other two systems use optical infrared tracking technology. All
systems are able to augment virtual objects on the images of a rigid endoscope and display
them on a separate monitor.

A different augmentation approach was taken by Fuchs et al. [55]. They propose
to superimpose the images of a laparoscope capable of depth extraction onto a stereo
head mounted display for an intuitive 3D visualization, which may be able to restore the
physician’s natural point of view and head motion parallax.

2.2.1 Motivation
In general, the intraoperative augmentation of endoscope images is motivated by three
major interests: Context finding, visualization of hidden structures, and enhancement of
images.

2.2.1.1 Context Finding

The point of view and the horizon of an endoscopic image is constantly changing. Re-
covering each of them requires much concentration, since an operating surgeon generally
does not move the endoscope him/herself and the endoscopic field of view is very limited.

Dey et al. [34] project endoscope images on segmented surfaces for providing context
and creating endoscopic 3D panorama images. Similarily, Mountney et al. recover a 3D
map of the scene from stereoscopic images [119]. Kawamata et al. [74] visualize the
anatomical context by painting virtual objects in a larger area than endoscope images
are available. Instead of augmenting the images of an endoscope camera, Ellsmere et
al. [38, 39] and Estépar et al. [41] suggest to overlay endoscopic live ultrasound images
onto CT slices and segmented CT data for improved context sensing. Similarly, Linte et
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al. visualize the relationship of ultrasound, instruments, and patient anatomy in a virtual
environment for the guidance of mitral valve implantations [96].

2.2.1.2 Visualization of Hidden Structures

The visualization of hidden structures such as tissue that is covered or tissue that can
only be distinguished by other imaging devices than by an endoscopic camera can be
very helpful for both intraoperative surgery planning and navigation. Shahidi et al. [154]
for example overlay structures that are not visible by an endoscope for the guidance of
a surgical dissection during sinus surgery and ventriculostomy. Their system is used by
Mayberg et al. for neurosurgery, where in axial, coronal, and sagittal MR images the
location and trajectory of the endoscope tip is visualized and a virtual 3D endoscopic
view containing lesions and adjacent healthy structures is shown [108]. Scheuering et
al. propose a system that is able to overlay rigidly registered liver data on endoscope
images for trocar placement and navigation [148].

2.2.1.3 Image Enhancement

Augmentation of endoscopic images does not necessarily mean fusion with other virtual
objects such as imaging data. It can also refer to the enhancement of the endoscopic
images, which however loosens the original definition of augmented reality. Scholz et
al. [152] suggest several image based methods with a tracked endoscope to overcome
typical limitations of endoscopy such as loss of sight or fixation of the endoscope by
replay of former images, image mosaicing, and landmark tracking. They also propose
to tackle brain tissue shift by a recalibration based on anatomical landmarks. Krüger
et al. [86] evaluate endoscopic distortion correction, color normalization, and temporal
filtering for clinical use.

Vogt et. al. [186] describe an image enhancement technique based on light fields. As
the endoscope tip usually contains a strong point light source, specular highlights occur
likely, which make the examination of anatomical structures difficult. Using a light field
approach the highlights can be significantly reduced.

2.2.2 Specific Issues
In order to augment patient data directly on the endoscopic view, various issues need to
be addressed. An adequate tracking method needs to be chosen to localize the endoscope.
Offline, the endoscope needs to be calibrated in order to model its projection geometry.
Additionally, all involved coordinate frames need to be registered with the patient data in
a common world coordinate frame. Finally, all live data need to be synchronized to each
other to ensure a smooth overlay containing data from the exactly same points of time.

2.2.2.1 Tracking

Tracking technology is one of the bottlenecks for augmented reality in general [5]. As
an exception, for medical augmented reality this is quite different. As the working vol-

15



Augmented Reality in Image-guided Surgery

ume and hence the augmented space is indoors, predefined, and small, the environment,
i.e. the operating room, can be prepared for the augmented reality system. Optical (in-
frared) tracking systems are already in use in modern operating rooms for intraoperative
navigation. In orthopedics, trauma surgery, and neurosurgery, which only require a rigid
body registration, available navigation systems proved to be sufficiently accurate. King
et al. [78] proved in clinical studies to have overall errors in the submillimeter range for
their microscope based augmented reality system for neurosurgery.

Tracking systems for endoscope localization are mainly optical, electromagnetic, or
mechanical. Optical tracking systems are usually fiducial based, so they can guarantee a
predictable quality of tracking.

Nicolau et al. [132] propose a registration with error prediction for endoscopic aug-
mentation. An online error estimation is an important feature, since physicians have to
rely on the visualized data. Bauer et al. presented a mathematical framework for the
propagation of optical tracking errors [9], which can be used to visualize the covariance
matrices of these errors [10, 159].

Rigid Endoscopes Most presented systems for endoscope augmentation use an optical
tracking system to externally localize a body of fiducials [33, 34, 74, 104, 150, 152, 154,
170, 197, 204]. The body is attached close to the camera head of a rigid endoscope, so
the required line of sight can be ensured, when the endoscope shaft is inside the patient.

Mourgues et al. [120] and Leven et al. [94] describe endoscope augmentation in a
robotic surgery system. The tracking can be done implicitly by the robot. Therefore no
additional tracking system is necessary.

Flexible Endoscopes Flexible endocopes cannot be tracked by optical tracking sys-
tems. Bricault et al. [21] describe the registration of bronchoscopy and virtual bron-
choscopy images using only geometric knowledge and image processing. The algorithms
in use did not have real time capability, however they proved to be stable in recorded
videos. As opposed to Bricault’s shape from shading approach, Mori et al. [118] use
epipolar geometry for image processing. In order to improve the performance of their
registration algorithm they suggest the addition of electromagnetic tracking of the bron-
choscope [117]. For the fusion of the bronchoscopic video with a target-path, Wegner
et al. restrict electromagnetic tracking data onto positions inside a previously segmented
bronchial tree [191]. Some groups use electromagnetic tracking exclusively, as e.g. Klein
et al. [80].

2.2.2.2 Calibration

Because of their wide angle optics, endoscopes suffer from a noticeable image distortion. If
a perfect distortion-free pinhole camera model is assumed for superimposition, a particular
source of error in the augmented image will be introduced [75], which can be neglected in
other augmented reality systems with telephoto optics. Common types of distortion are
radial distortion (also referred to as barrel distortion) and tangential distortion. Either
the endoscope image has to be undistorted or the rendered overlay has to be distorted to
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achieve a perfect superimposition. While first approaches [163] took several minutes to
undistort a single endoscope image, the undistortion can now be achieved in real time: De
Buck et al. [33] undistort sample points in the image and map a texture of the endoscope
image on the resulting tiles; Shahidi et al. [154] precompute a look-up table (LUT) for
each pixel for real time undistortion.

In order to model the geometry of an endoscope camera, the intrinsic camera pa-
rameters focal length and principal point need to be determined. This can be achieved
using well-established camera calibration techniques [64, 177, 207]. Most systems assume
the focal length of an endoscope camera to be kept constant, although many endoscopes
incorporate zoom lenses to change it intraoperatively, invalidating a certain calibration.
Stoyanov et al. suggest a system to automatically adjust the calibration for intraopera-
tive changes of the focal length of a stereoscopic camera [166]. Even though models for
the calibration of monoscopic cameras with zoom lenses exist [199], they are not easily
applicable to endoscopes. Preferably, these models require the (automatic) determination
of the physical ranges for the lens settings e.g. in terms of motor units, but the zoom
settings of endoscopes are usually manually adjusted and not by a precise motor.

To obtain the rigid Euclidean transformation from the camera coordinate frame to the
coordinate frame of an attached tracking body or sensor, most authors avail themselves
of hand-eye calibration techniques [14, 120, 131, 148, 150]. Alternatively, a tracked cali-
bration pattern can be employed, whose physical coordinates are known with respect to
the tracker [33, 104, 154].

For certain applications such as laparoscopy, oblique-viewing endoscopes are used, for
which the viewing directions are changeable by rotating the scope cylinder. Yamaguchi
et al. developed a calibration procedure for such endoscopes [204].

2.2.2.3 Registration

Registration algorithms are well discussed in the community, but their integration into
the surgical workflow is always a trade-off between practicability and accuracy.

Registration of patient data can be performed with fiducials that are fixed on the
skin or implanted [107]. These fiducials must be touched with a tracked pointer for
the registration process. Alternatively, the fiducials can be segmented in the images
of a tracked endoscope rather than touching them with a pointer for usability reasons.
Stefansic et al. propose the direct linear transform (DLT) to map the 3D locations of
fiducials into their corresponding 2D endoscope images [164]. Baumhauer et al. study
different methods for endoscope pose estimation based on navigation aids stuck onto the
prostate and propose to augment 3D transrectal ultrasound data on the camera images
[11]. Using this method, no external tracking system is needed.

Especially for maxillofacial surgery, fiducials can be integrated in a reproducibly fixed
geometry [78]. For spine surgery, Thoranaghatte et al. try to attach an optical fiducial to
the vertebrae and use the endoscope to track it in situ [170].

The accuracy of a fiducial-based registration varies on the number of fiducials and
quality of measurement of each fiducial, but also on the spatial arrangement of the fiducials
[52].
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Grimson et al. [59] follow a completely different approach by matching surface data of
a laser range scanner to CT data of the head. For sinus surgery, Burschka et al. propose to
reconstruct 3D structures using a non-tracked monocular endoscopic camera and register
them to a preoperative CT data set [22]. For spine surgery, Wengert et al. describe a
system that uses a tracked endoscope to achieve the photogrammetric reconstruction of
the surgical scene and its registration to preoperative data [197].

When it comes to the registration of deformable anatomy such as liver or heart, very
promising approaches for endoscope augmentation are based on the use of intraoperative
imaging data. For instance, ultrasound images may be used, which are directly overlaid
onto the endoscopic view to visualize their spatial relationship to endoscope images, as
proposed by Nakamoto et al. [127] or Leven et al. [94].

2.2.2.4 Time Synchronization

Time synchronization of tracking data and video images is an important issue for an
augmented endoscope system. In the unsynchronized case, data from different points
of time would be visualized. Holloway et al. [68] investigated the source of errors for
augmented reality systems. The errors of time mismatch can raise to be the highest error
sources when the camera is moving. To overcome this problem, Jacobs et al. [72] suggest
methods to visualize data from multiple input streams with different latencies from only
the same point of time. Sauer et al. [147] describe an augmented reality system that
synchronizes tracking and video data by hardware triggering. Their software waits for
the slowest component before the visualization is updated. For endoscopic surgery, Vogt
[184] also uses hardware triggering to synchronize tracking and video data by connecting
the S-Video signal (PAL, 50 Hz) of the endoscope system to the synchronization card of
the tracking system, which can also be run at 50 Hz.

2.3 Problem Statement
Today’s available image-guided surgery systems are primarily used to assist surgeons dur-
ing neurosurgery or orthopedics, where mainly rigid anatomy is involved. Abdominal and
thoracic surgery, in contrast, involves a number of deformations in between preoperative
diagnosis/planning and surgery: heartbeat, lung deflation, respiratory motion, patient re-
location, carbon dioxide insufflation, and the intervention itself. Therefore, the accuracy
requirements of the addressed surgical procedure have to be carefully analyzed in detail
prior to the development of an image-guided surgery system, as they may vary between
centimeters (e.g. for port placement) and (sub)millimeters (e.g. for intraoperative navi-
gation for vessel clipping or thermal ablation). For the latter, preoperative imaging data
can hardly be used. This is one of the main reasons why image-guided surgery systems
for these disciplines are topic of current research and no commercially available solutions
exist. Information on deformations of the patient anatomy needs to be incorporated
into image-guided surgery systems, so abdominal and thoracic minimally invasive surgery
dealing with soft tissue can be succesfully addressed.
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Augmented reality has the potential of providing a smooth integration of visualiza-
tion and guidance. As stated by Shuhaiber [158], it can support experienced surgeons to
perform more complete and radical operative therapies as well as guide and advise novice
surgeons of critical anatomic landmarks. “Further research is” however “needed to evalu-
ate its long-term clinical impact of augmented reality on patients, surgeons, and hospital
administrators. Its widespread use and the universal transfer of such technology remains
limited until there is a better understanding of registration and ergonomics” [158].

The issue of patient registration is tightly coupled to the surgical workflow. An ac-
curate patient registration method in abdominal surgery should not alter the workflow
considerably in terms of time and costs. Additionally, a certain degree of confidence and
the required accuracy for registration and navigation should be maintained. An image-
guided surgery system will only be useful, if it does not change the conventional surgical
workflow or only to a certain degree. A change however has to be justified by an improved
patient outcome or at least equal patient outcome combined with less costs or time.

2.4 Main Contributions
This dissertation introduces new guidance, tracking, and visualization concepts for la-
paroscopic surgery based on intraoperative imaging and augmented reality, which im-
prove currently available image-guided surgery solutions that are not able to deal with
patient deformations and sometimes hamper the surgical workflow. Critical phases in the
surgical workflow are supported by the presented system: Starting with the assistance
for port placement by registered virtual flights of the laparoscope camera through the
patient (see section 2.4.1), a complete medical augmented reality solution is presented in
section 2.4.2, which incorporates novel intraoperative multimodal image guidance using
a mobile C-arm capable of cone-beam CT and laparoscopic ultrasound. All components
are embedded into the medical augmented framework CAMPAR (see also section 4.4).

Depending on the type and complexity of the intervention and the equipment avail-
able in the operating room, all proposed guidance components can be combined or used
individually. All methods were validated in several phantom, ex vivo, and in vivo animal
experiments4 in close collaboration with surgeons (see chapter 5).

The dissertation work resulted in a series of mostly peer reviewed publications and
patent applications, which are all listed in appendix A. Abstracts of major publications
not addressed within the scope of this work can be found in appendix B.

2.4.1 Patient Registration for Port Placement
As already stated in chapter 1, optimal port placement is an important issue especially
for complex interventions. A good port placement can improve the surgeon dexterity, and
also additional pain to the patient caused by possible replacements can be avoided.

The accuracy requirements for a good port placement are around two centimeters.
This is due to the fact that the patient’s skin and hence inserted trocars can be moved up

4Ex vivo means outside an organism, e.g. out of the living body of an animal. Analogously, in vivo
means inside an organism, e.g. in the living body of an animal.
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to a maximum of about two centimeters to compensate for possible port displacements.
Therefore, image guidance based on preoperative data rigidly registered to the patient
may be sufficient to support the surgical staff in choosing optimal port locations.

Related Work Several methods have been proposed to improve and automate the opti-
mal placement of ports for minimally invasive surgery [2, 23, 25, 148, 171]. These methods
all rely on the manual or semi-automatic segmentation of preoperative imaging data from
CT or MRI, which is essential for reconstructing models of the anatomy, e.g. ribs, liver,
and soft tissue. These 3D models can be used to automatically compute optimal port
locations [2, 23, 25], which serve as important guidelines for surgeons. This can improve
the learning curve especially of untrained surgeons.

A practical and accurate way to transfer the planned port locations to the operating
room is however needed, meaning the patient has to be registered to his/her preopera-
tive data. This patient registration process is usually based on matching anatomical or
artificial landmarks, which are visible on both the patient and his/her preoperative data.
Adhami and Coste-Manière use the end effectors of the da Vinci® surgical system to point
to fiducials, which are attached to the patient [1]. Due to their shape and intensity, the
fiducials can be segmented automatically in the CT data. Intraoperatively, the physician
controlling da Vinci® moves the end effector of a robot arm to every single fiducial in order
to get its position in the robot coordinate frame. As reported by Falk et al. [43], this task
takes approximately two minutes. Similarly, Selha et al. use the sensor of an additional
electromagnetic tracking system [153] as a pointing device, basing their registration on
anatomical landmarks.

Contribution This dissertation proposes a practical alternative method to register the
CT data to the patient and to visually assist the surgical staff during port placement
[45, 48]. Spherical CT visible self-adhesive fiducials are affixed on the patient’s skin,
which can be done already for a diagnostic scan. The fiducials need to remain on the skin
until the intervention. Alternatively, their locations can be marked, e.g. by a felt-tip pen,
so they can be reattached before the the intervention. The fiducials can be segmented
fully automatically in the patient’s CT data.

Intraoperatively, instead of pointing to the fiducials, the tracked laparoscope is only
moved around the fiducials and a set of images is acquired from differing, but arbitrary
poses. To simplify the acquisition process, not all fiducials need to be seen by the cam-
era in a single image. By automatically detecting the fiducials in these images, their 3D
positions are reconstructed in the coordinate frame of the optical tracking system. Point
based graph matching and registration methods enable their fully automated matching
with the CT data. For port placement, a surgical staff member simply moves the tracked
instruments or laparoscope to the positions where he/she wishes to place their corre-
sponding ports. A virtual camera is placed on top of the instrument end effectors or the
camera center of the laparoscope. It is able to simulate a flight through the patient’s
interior by rendering the CT volume as it would be seen by the laparoscope. In this nat-
ural way, optimal port placements can easily be identified without prior segmentation of
patient’s anatomy or the use of a pointing device. In addition, there is no need to identify
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anatomical landmarks or touch them, which for da Vinci® usually has to be performed
by the physician controlling the system, as described above. The proposed method can
be performed by any surgical staff member and is applicable to any tracked laparoscope,
no matter whether it is tracked by an optical tracking system or a mechanical one such
as da Vinci®. It could also be applied to other fields of minimally invasive surgery such
as thoracoscopic surgery, where a good port placement is as important as in laparoscopic
surgery.

2.4.2 Intraoperative Registration-free Multimodal Imaging and
Visualization

Intraoperative accuracy requirements for laparoscopic surgery are different than for or-
thopedic surgery or neurosurgery. A discrimination of about half a centimeter is usually
required. While lymph nodes are considered to be inflicted by a tumor in case the diame-
ter is more than ten millimeters, canalicular structures such as vessels and bile ducts play
a critical role in case they are equal to or thicker than five millimeters. To fulfill these
requirements, it is hard to (deform and) register rigid preoperative data to match the
intraoperative situation. Intraoperative imaging however can provide valuable up-to-date
patient data.

A major novelty presented in this dissertation is the fusion of multiple intraoperative
imaging modalities without need for tedious manual or interactive registration. Patient
or patient imaging data is not used for registration, but is intrinsically registered to the
tracking system. Therefore, there is no need for detection and matching of anatomi-
cal landmarks or fiducials on the patient, as used e.g. during port placement (cf. previ-
ous section 2.4.1). This makes the intraoperative visualization of the proposed system
registration-free, i.e. it is solely based on imaging, navigation, and visualization, all in the
same external tracking coordinate system. This dissertation introduces the use of a video-
imaging system, i.e. laparoscope, within a multimodal registration-free navigation system
providing imaging data from a mobile 3D C-arm [45, 46] and a laparoscopic ultrasound
transducer [47]. This is the first time several different imaging systems are integrated into
an augmented reality solution using the registration-free concept.

By means of optical and electromagnetic tracking systems, both rigid (C-arm) and
flexible (laparoscopic ultrasound) imaging devices can be tracked. While the registration-
free concept has great potential for further developments based on other rigid imaging
modalities, e.g. interventional stationary C-arms such as DynaCT5, it can surely also be
extended to deal with procedures based on flexible endoscopy such as bronchoscopy or
NOTES (natural orifice translumenal endoscopic surgery) in the future. The technology
presented here can be the basis for such trends in minimally invasive surgery.

The following two sections exemplarily depict the advantages of the registration-free
multimodal imaging concept in the context of laparoscopic surgery, where both a tracked
mobile C-arm and a tracked flexible laparoscopic ultrasound transducer can be of great
help to the surgical staff.

5http://healthcare.siemens.com/dynact/
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2.4.2.1 Mobile C-arm Based Vessel Augmentation

As described by Mala and Edwin [102], laparoscopic liver resection is a technically de-
manding procedure, usually performed by well-trained surgeons. This especially applies to
difficult cases, where the tumor is embedded into the vessels (in close proximity to vessels)
or located between the hepatic veins (segment VIII or IVa). An intraoperative visualiza-
tion of these blood vessels in regard to the laparoscope or other surgical instruments can
assist the surgical team during such challenging procedures.

Related Work For orthopedics and neurosurgery, where mainly rigid structures are
involved, navigation systems aligning imaging data in respect to the patient in order to
guide the surgical team are commercially available6. Some of them, which are based on
MRI or C-arm CT and used for neurosurgery, orthopedics, and trauma surgery, are even
registration-free, as noted by Yaniv and Cleary [206]. For instance, one of these C-arm
CT systems is used routinely on a daily basis at the Chirurgische Klinik und Poliklinik,
Klinikum der LMU, Munich, for spine, pelvis, hip, knee, and ankle surgery7. For this
system, both the C-arm and surgical instruments are optically tracked during surgery.
The accuracy of such a registration-free C-arm-based navigation system was evaluated to
be better than two millimeters for pedicle screw placement [42, 60], making it superior to
conventional approaches or CT-based navigation procedures, where anatomical landmarks
are required to register the patient to its preoperative CT volume set.

For laparoscopic surgery, the target region can be deformed due to the heartbeat
and respiratory motion. As shown by Olbrich et al. [136], deformations in the abdomi-
nal area caused by the heartbeat are negligible. The rather large respiratory motion of
about 1-2 cm [8] can be corrected for by gating [29, 66]. As expiration and inspiration
plateaus are reproducible within about 1 mm under active breathing control [202], but
also under normal breathing [8], they can be synchronized to e.g. an augmented visual-
ization [136]. Nicolau et al. currently also investigate on respiratory motion correction,
considering either gating or deformable registration [133]. Up to now, they use rigidly
registered preoperative CT data and a tracked needle for the guidance of radio-frequency
tumor ablation, where no pneumoperitoneum is applied. Their achieved average accuracy
for tumor localization was 9.5 mm. They also presented initial experiments on a rigid
abdominal phantom, where they applied their system to laparoscopic surgery [131].

Individual deformations of greater extent mainly occur between preoperative acquisi-
6e.g. by Aesculap, BrainLAB, Medtronic, ORTHOsoft, PI Systems, Praxim Medivision, and Stryker
7In detail, the SurgiGATE® system by Medivision is used for:

• Spine: Pedicle screw placement, decompression of the spinal canal, control of achieved reposition,
spinal tumor resection

• Pelvis: Minimally invasive percutaneous placement of SI-screws (sacro-iliacal screws), minimally
invasive acetabular reconstruction

• Hip: Screw osteosynthesis of femoral neck fractures
• Knee: Minimally invasive reconstruction of tibia plateau fractures, screw placement and control

of reduction
• Ankle: Retrograde drilling (core decompression) in osteochondrosis dissecans tali (OD 2◦-3◦)
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tion of the CT and the beginning of the resection, i.e. during patient and port placement,
appliance of CO2 pneumoperitoneum, and the intervention itself. Pneumoperitoneum
alone can already cause large liver motions of e.g. 1.8 ± 12, 4.1 ± 6.4, and 0.1 ± 0.4 mm
in x, y, and z directions, respectively, as shown for two pigs by Herline et al. [66]. In
this case, using preoperative rigid imaging data to support the surgeon in updating the
surgical resection planning is difficult to perform and hard to validate. For robot assisted
coronary artery bypass, Mourgues et al. therefore proposed an intelligent way to intraoper-
atively update the model of a preoperative coronary tree [121]. Interactively, the surgeon
identifies and marks visual clues in the endoscope images, so an algorithm can estimate a
better intraoperative registration of the coronary tree model. In vivo experiments showed
an accuracy of about 9.3 to 19.2 mm [43].

Several attempts were made to use intraoperative imaging to achieve a higher guidance
accuracy. In general, standard MR scanners are too bulky to be used during laparoscopic
surgery or require the patient to be moved for the acquisition, making a precise intraopera-
tive registration almost impossible. Fichtinger et al. developed an inventive intraoperative
CT image overlay system based on a semi-transparent mirror for the purpose of needle
insertion, where no major deformations are involved [49]. Keeping it simple and inexpen-
sive, only a single 2D CT slice is shown, which is sufficient for “in-plane” procedures such
as needle placement. It is difficult to apply their system to laparoscopic vessel augmen-
tation, where volumetric 3D data is essential. A promising alternative is however the use
of supplementary laparoscopic ultrasound, as described in section 2.4.2.2.

Contribution To provide registered high-resolution 3D data supplementary to laparo-
scopic ultrasound, this dissertation proposes to use a tracked mobile isocentric C-arm
providing cone-beam CT imaging capability to visualize contrasted liver vessels intra-
operatively and co-align them with the images of the laparoscope camera. An optical
tracking system determines the pose of both C-arm and laparoscope. Their acquired
imaging data can be brought into the same tracking coordinate system by various offline
calibration routines, as described in section 4.1. This makes the intraoperative soft tissue
visualization of the proposed system registration-free.

Intraoperatively, after port and trocar8 placement and application of CO2 pneumoperi-
toneum, the vessel tree of the liver is contrasted, similarily to Beldi et al., who contrasted
and reconstructed the biliary tree of the liver with a commercially available, image-
intensifier based mobile C-arm [12]. At the same time as contrast agent administration,
an image series is acquired during patient exhalation. Alternatively, C-arm projections
could be gated and correlated to respiratory motion in order to acquire a high-quality
scan, as Kriminski et al. suggest [83]. After reconstruction, the contrasted vessel tree can
be precisely augmented directly on the laparoscopic view just before the beginning of the
resection without any time-consuming patient registration process. The augmentation
could be synchronized to the patient’s respiration and only be displayed during exhala-
tion [136]. This provides the surgeon with valuable information on the location of veins,
arteries, and bile ducts, which supply the liver segment to be resected and which therefore
need to be divided. In general, the augmented visualization will only be shown to the

8All trocars are made of plastic, so they do not give artifacts in the cone beam reconstruction.
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surgeon for the intraoperative in-situ planning of the resection to provide a detailed “road
map” of the vessels, but not any more when the surgeon starts to cut, since this causes
the liver to deform again and invalidates any prior intrinsic registration. Only if crucial
problems appear, another image series may be acquired and an intrinsically registered
volume may be reconstructed.

2.4.2.2 Laparoscopic Ultrasound Augmentation

Ultrasonography is an appealing technology to surgeons because of its noninvasiveness,
wide availability, flexible handling, and low cost. Having been used primarily for diagnosis
in the past, intraoperative use of ultrasound (IOUS) and laparoscopic ultrasound (LUS)
nowadays plays an increasing role in abdominal surgery. Liver, biliary tract, and pancreas
are main application areas of IOUS and LUS, for instance to detect liver lesions such as
metastases. Unfortunately LUS is operator dependent; especially for novice surgeons it
is often difficult or even impossible to perform laparoscopic ultrasonography [73]. Among
others, the major reasons given for this are the missing tactile feedback, the difficulty to
interpret LUS images, a limited degree of positioning through the trocar access, disori-
entations caused by the constantly changing imaging plane, and a lack of awareness of
the transducer tip location (the tip needs to be constantly observed in the laparoscopic
camera images in order to avoid inadvertent injury) [56, 73, 140].

Related Work Several groups tried to address some of these issues by providing nav-
igated LUS: The pose of the ultrasound transducer is estimated, so its body and B-scan
images can be visualized in relation to the patient, other surgical instruments, or preoper-
ative and intraoperative imaging data. This may greatly support surgeons utilizing LUS
in cancer staging, radio frequency ablation, and other procedures.

Ellsmere et al. propose an advanced system to intuitively display the laparoscopic US
image plane relatively to a preoperative 3D model of the patient [38, 39]. This helps
the physician to identify anatomical key structures and to learn the use of laparoscopic
ultrasound. Another approach to improve the spatial relation of US images to the patient
is taken by Leven et al. [94]. They propose a system to apprehensively overlay the
laparoscopic ultrasound image plane or a reconstructed US volume, respectively, directly
on the live images of a stereo endoscope. A point of criticism by the surgeons evaluating
their system was the use of a rigid probe, which certain target regions could not be reached
with.

To estimate the pose of a transducer with a rigid tip, a robot or optical tracking may
be used [94]. In the latter case, a rigid body can be attached to the transducer handle
to assure its continuous visibility. Several groups also try to localize rigid laparoscopic
instruments in laparoscopic images by advanced image processing techniques, such as
Voros et al. [187]. However, laparoscopic transducers most commonly used and preferred
by surgeons feature a flexible tip providing rightward, leftward, forward, and backward
steering. The tip also yields to external pressure from organ surfaces. Due to the missing
line of sight to the flexible transducer tip, an optical tracking system cannot be used
exclusively to localize this tip. A robot could only be utilized, if the ultrasound probe
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was fully integrated into the end-effector. To the author’s knowledge, no such system
currently exists. Promising alternatives are the use of an electromagnetic tracking sensor
attached to the tip [39, 41, 79, 84] or fully incorporated into the tip [62], or magneto-optic
tracking, i.e. the combination of optical tracking and electromagnetic tracking [81, 127].

When clinically using electromagnetic tracking, a considerable problem is the distor-
tion of the electromagnetic field leading to erroneous tracking data. This distortion can be
caused by metallic or electrically powered objects inside or in close vicinity to the working
volume, for instance surgical instruments, an operating table, or imaging devices such as
a C-arm or a computed tomography scanner. Depending on the operating room setup
and instrumentation, tracking errors of several millimeters or even centimeters can occur
[71, 125]. To compensate for erroneous measurements caused by stationary objects, var-
ious calibration techniques were proposed [77]. They usually require the user to acquire
a set of well distributed measurements within the electromagnetic tracking volume. This
set is compared to a set of reference measurements to compute a field distortion function
that is based on look-up tables or polynomials. Unfortunately, this function can only
compensate static errors of non-moving distortion fields, so that the calibration process
has to be repeated for every new operating room setup before an intervention. Dynamic
changes of the field distortion, for example caused by the intraoperative relocation of
the electromagnetic transmitter or movement of instruments, cannot be compensated by
the previously computed distortion functions. A first step towards the intraoperative
detection of erroneous measurements caused by metallic objects distorting the field was
presented by Birkfellner et al. [15, 16] and later on Mucha et al. [123]. They all incorpo-
rate two sensors into a pointer, so redundant measurements can be obtained. Deviations
of the fixed distance between the two sensors are used as a plausibility value.

Contribution This dissertation introduces a new method to detect field distortions
online [47], i.e. intraoperatively without a pre-computed distortion function. It is applied
to a flexible laparoscopic ultrasound transducer, whose pose is determined by a magneto-
optic tracking system, based on two electromagnetic sensors attached to the flexible and
the rigid part of the transducer and another optical tracking body attached to the rigid
part, so tracking redundancy between the sensor and the body on the rigid transducer
part can be achieved. As optical tracking data is not affected by electromagnetic field
distortions, distorted measurements of the rigid sensor can be detected. In this case, the
surgical staff can be warned immediately.

Furthermore, the B-scan images of the transducer are overlaid on the live images of
an optically tracked laparoscope in real time without intraoperative registration. This
provides surgeons with a better understanding of the spatial relationship between the two
imaging modalities. This overlay however may be inaccurate, as tracking and calibration
errors are propagated, which can be even increased by the effect of electromagnetic field
distortions. Based on a mathematical model of all possible transducer tip movements
relatively to the optical tracking body, misalignments of the overlay can be partially
corrected.

Tracked laparoscopic ultrasound, the mobile C-arm providing high-resolution 3D data,
and the laparoscope providing in situ live images, together form a strong triplet for image-
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guided minimally invasive abdominal surgery.
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CHAPTER

THREE

SYSTEM COMPONENTS

The laparoscope augmentation system proposed here depends on a set of essential
software and hardware components, but also provides optional modules, which can

be used depending on the necessity and availability of medical imaging equipment in the
operating room and the kind of intervention. Currently not every clinic has a mobile C-
arm capable of 3D cone-beam CT reconstructions, but intraoperative ultrasound is widely
available.

This chapter shortly describes required tracking and imaging technology needed for
the laparoscope augmentation system.

3.1 General Hardware
The augmented reality visualization software (see also section 4.4) runs on a standard
workstation PC including two analog frame grabbers (FALCON, IDS Imaging Develop-
ment Systems, Obersulm, Germany)1 for capturing the videos of both ultrasound and
laparoscope camera in real time. The workstation can be connected via Ethernet to the
C-arm system and the PC required for the optical tracking system, and via USB to the
electromagnetic tracking system.

Whenever the mobile C-arm is used intraoperatively, the operating table should be
made of carbon in order to limit imaging artifacts during surgery. For electromagnetic
tracking, a carbon or metal-free table is of great help, too, so static field distortions can
be avoided.

3.2 Optical Tracking
An essential component of the laparoscope augmentation system is the optical tracking
system. It is required to determine the pose of all intraoperatively utilized imaging de-
vices, i.e. laparoscope, C-arm, laparoscopic ultrasound, and, optionally, other surgical
instruments. The tracking system used throughout all experiments is made by A.R.T.

1http://www.ids-imaging.com/
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GmbH, Weilheim, Germany. For both laboratory and operating room setups, four ART-
track2 cameras are mounted on the ceiling, one in each corner of a rectangle, so the
surgical staff occludes the line of sight of the cameras as little as possible and the tracking
error distribution can be kept low [9].

Tracking bodies consisting of several retroreflective spherical markers are attached to
all imaging devices. The markers can be segmented well in the 2D images of the tracking
cameras, as the measurement volume is additionally illuminated by an infrared light flash
for every measurement cycle. The segmented 2D markers can be triangulated in space
to reconstruct their 3D positions [44, 63, 176] (see also section 4.2). If at least three
non-collinear markers are combined to a tracking body, six degrees of freedom (6 DOF),
i.e. the full pose of the body can be computed. The DTrack software of A.R.T. running
on a book size PC does these computations and sends the tracking data via Ethernet to
the visualization workstation.

The root mean squared (RMS) measurement errors of the optical tracking system are
stated as 0.4 mm (position) and 0.12◦ (orientation) by the manufacturer2.

3.3 Electromagnetic Tracking
To track the flexible tip of the laparoscopic ultrasound transducer, electromagnetic track-
ing is needed in addition due to the missing line of sight of the flexible tip to the optical
tracking cameras. Therefore, the 3D Guidance unit of Ascension Technology Corporation,
Burlington, VT, USA, was employed.

A mid-range transmitter with three orthogonal windings sequentially creates mag-
netic fields along its x, y, and z axis. Sensors with coils along three axes measure the
transmitted field vectors at a certain point in space, relatively to the transmitter. The
3D Guidance unit processes the sensor signals and sends 6 DOF tracking data via USB
to the visualization workstation. The static RMS errors of the electromagnetic tracking
system are stated as 1.4 mm (position) and 0.5◦ (orientation).3

To co-register both optical and electromagnetic tracking, the transmitter is also
equipped with an optical tracking body (“transmitter body”). In this way, the trans-
mitter can be moved easily within the optical tracking volume, while all electromagnetic
measurements can be transformed into the coordinate system of the optical tracking sys-
tem.

3.4 Laparoscope
The proposed augmented reality system can be applied to almost any laparoscope com-
monly used in the operating room. Laparoscopes usually provide a magnified forward

2Specifications of the typical accuracy of the A.R.T. tracking system are available under http://www.
ar-tracking.de/.

3Specifications of the typical accuracy of the 3D Guidance unit are available under http://www.
ascension-tech.com/.
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oblique view of the surgical site, which is achieved on the one hand by a negative ele-
ment (a plano-concave field-widening lens) at the tip of the laparoscope, which reduces
the inclination of incident rays, and on the other hand by a prism, which redirects the
field of view to the side. Following are the objective lenses, an array of relay lenses, and
the eyepiece, from where the rays are led to the image sensor of the camera, which often
is a charge-coupled device (CCD), i.e. an array of linked light-sensitive capacitors. To
illuminate the surgical site, white light is emitted from a high-intensity xenon, mercury,
or halogen lamp and transmitted through fiber optic light guide bundles.

More technical details on the design, construction, and optics of laparoscopes can
be found for instance in the papers of Bobbart et al. [20], Leiner [92], and Miller and
Hollingsworth [115].

CCD camera

light

light

light fiber bundles

image relay
system eyepiece

prism

negative
element

objective
lenses

Figure 3.1: Technical details of the design and optics of a laparoscope (Image adapted
from Boppart et al. [20] and Vogt [184]).

The laparoscopes used throughout all experiments are made by KARL STORZ GmbH
& Co. KG, Tuttlingen, Germany4. They have a rigid forward-oblique 30◦ HOPKINS
telescope, which is typically used for abdominal surgery. Depending on their availability
for experiments, either an NTSC-based TELECAM® one-chip camera or a PAL-based
TRICAM® three-chip camera was used, which both provide analog video images. To
further process the images by the visualization software, one of the two frame grabbers
incorporated into the visualization workstation is used for real-time capturing.

To track the pose of the laparoscope, the optical tracking system is employed. In
a first and second iteration, wooden and aluminum blocks were manufactured, which
rigidly connect the laparoscope shaft and the camera head (cf. figures 5.3 and 3.2a,b).
This simplifies the calibration routine, as only one tracking body has to be attached to
the laparoscope and hence only one rigid offset from this single body to the camera center
needs to be computed (see section 4.1.1). However, this also prevents the laparoscope shaft
from being freely rotated against the camera head, which is not very practical during
surgery, as surgeons are used to keep the camera head and hence the image “horizon”
fixed and only rotate the cylindric shaft. Therefore, in another iteration, a tracking body
consisting of four retroreflective spherical markers was each attached to the camera head
(“laparoscope body”) and to the cylindric shaft of the laparoscope (cf. figure 3.2c).

4http://www.karlstorz.com/
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(a) Initial sub-optimal marker
configuration.

(b) Rearranged markers to ensure
optimal tracking properties.

(c) Two optical tracking bodies to
determine the laparoscope rota-
tion.

Figure 3.2: Several developed laparoscope marker body configurations – according to the
surgeons they are not disadvantageous for the laparoscope handling and comfort.

3.5 Mobile C-arm

To acquire high-resolution 3D data intraoperatively, an optically tracked mobile C-arm is
utilized. The prototype mobile C-arm used during all experiments is based on a Siemens
PowerMobil and incorporates a workstation deployed with acquisition and reconstruction
software by Siemens Medical. The visualization workstation is connected to the C-arm
workstation via Ethernet to directly access any reconstructed volumes. Four retroreflective
spherical markers are attached to the flat-panel detector of the C-arm (cf. figure 3.3).

For 3D cone-beam CT reconstruction, the C-arm orbits around its isocenter. Syn-
chronizing the X-ray tube emissions and the flat-panel detector readouts, a predefined
set of X-ray projections is acquired under continuous rotation, where the X-ray tube is
modeled as camera center of a pinhole camera and the flat-panel detector as image plane
(cf. figure 4.1b). The acquisition of 200 C-arm projections takes 64 seconds, which stays
within the time limits of holding breath during active breathing control. Alternatively
100 projections can be acquired, which only takes 32 seconds. The reconstruction of a
3D volume currently takes about six minutes for 200 projections or three minutes for 100
projections, respectively. The reconstruction software is uncoupled from the overall soft-
ware package to allow better control and debugging of the reconstruction process. Once
the prototype system is commercialized, the reconstruction algorithms will be further
optimized and parallelized. Additionally, reconstruction will commence as soon as the
first projection is acquired. This will lead to reconstruction times of approximately one
minute after completion of a scan, as known from modern flat panel based angiographic
computed tomography (ACT) scanners such as DynaCT, where a volume set is available
for assessment in less than three minutes5. The reconstruction software generates a 16
bit gray level volume of 512x512x384 voxels.

Further details on the C-arm system are given e.g. by Siewerdsen et al. [162].

5http://healthcare.siemens.com/dynact/
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Figure 3.3: C-arm setup

3.6 Laparoscopic Ultrasound
To support the physician with ultrasound images, which are co-registered and aligned
with the laparoscopic view, any standard ultrasound system outputting digital or analog
2D B-scan images may be used. Systems such as from Terason Ultrasound6 or Ultrasonix
Medical Corporation7, which provide application programming or research interfaces and
hence access to digital ultrasound images and the acquisition time stamps, are favored.
However, currently they do not offer a laparoscopic transducer. Throughout all experi-
ments made for this dissertation, a SONOLINE Omnia US system by Siemens Medical
Solutions (Mountain View, CA, USA)8 was used, which a flexible laparoscopic linear array
transducer (LAP8-4, 5 MHz, 10 mm diameter) is connected to. The transducer features a
flexible tip providing rightward, leftward, forward, and backward steering, which can be
controlled by two steering levers. The tip also yields to external pressure, e.g. from organ
surfaces.

Sound waves produced by the transducer are partially reflected inside the human
body, whenever density changes occur, i.e. between different tissues. The reflected sound
waves, which return to the transducer, usually have different directions, magnitudes, and
durations. Based on the information on these differences, grayscale B-scan images can

6http://www.terason.com/
7http://www.ultrasonix.com/
8http://www.medical.siemens.com/
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be generated by the ultrasound system. The analog output of the ultrasound system
containing the B-scan images is connected to a frame grabber inside the visualization
workstation.

Figure 3.4: Ultrasound transducer setup.

In addition to an optical tracking body, which is attached to the transducer han-
dle (below referred to as “rigid body”), two electromagnetic sensors are attached to the
transducer shaft: One to the flexible tip (“flexible sensor”), the other one to the rigid
part (“rigid sensor”), as close to each other as possible. As mentioned previously, an-
other optical tracking body is mounted on the electromagnetic transmitter. This setup
allows a co-calibration of electromagnetic tracking and optical tracking and a provision of
redundant tracking information of the rigid part of the transducer shaft, since the rigid
sensor theoretically has a constant offset to the optical tracking body. This is impor-
tant to estimate electromagnetic tracking errors. For accuracy evaluation experiments, a
temporary optical tracking body was also glued9 to the flexible transducer tip (“flexible
body”), which was removed after the experiments.

9Particularly suitable for (temporarily) adhering tracking bodies and sensors to surgical instruments
are low-temperature hot glue guns of about 110◦C such as UHU LT 110 (UHU GmbH & Co. KG,
Bühl/Baden, Germany), as e.g. the specifications of the Ascension sensors state a maximum applicable
temperature of 150◦C.
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Besides the experimental evaluation of the introduced augmented reality solution, most
work has been put into the design and development of methods, which enable and

support the presented concepts. This chapter describes in detail, which offline calibration
steps are required for the system to work, and introduces all registration, tracking, and
visualization concepts that are combined to provide a powerful intraoperative augmented
reality visualization based on multimodal imaging.

It must be noted that throughout all presented methods a few standard mathematical
techniques are heavily used, for instance matrix and (dual) quaternion arithmetics, ma-
trix decompositions such as singular value decomposition (SVD) and QR decomposition,
and optimizers such as the Levenberg-Marquardt algorithm. These techniques are not
described in detail here, but can be found in various textbooks.

4.1 System Calibration
In order to augment preoperative or intraoperative imaging data on the laparoscopic view,
data represented in different coordinate systems (cf. figures 4.1a, 4.7, and 4.8) need to
be brought into one common world coordinate frame. In the following, the coordinate
frame of the optical tracking system is used synonymously to the world coordinate frame,
as it is the coordinate frame common to all tracked imaging devices. While preoperative
imaging data required for port placement needs to be manually registered to the patient
(see section 4.2), all intraoperative imaging devices can be calibrated offline to automati-
cally provide a registration-free intraoperative alignment of patient and data. Following
main transformations have to be computed to bring the local coordinate frames of the
intraoperative imaging devices into the world coordinate frame of the optical tracking
system:

1. The transformation from the camera center to the tracking body attached to the
camera head of the laparoscope along with the projection geometry of the laparo-
scope camera (cf. section 4.1.1).
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2. The transformation from the isocenter of the C-arm to the tracking body attached
to the flat-panel detector (cf. section 4.1.3).

3. The transformation from the ultrasound plane coordinates to the electromagnetic
sensor attached to the flexible transducer tip (cf. section 4.1.4). Additionally, for the
electromagnetic error estimation method the transformation from the sensor on the
rigid shaft to the optical tracking body needs to be computed (cf. section 4.1.4.1).

4. The transformation from electromagnetic tracking coordinates into optical tracking
coordinates (cf. section 4.1.4.1).

All calibration steps can be done offline, i.e. before the intervention or while manufactur-
ing. As long as the tracking bodies and sensors are not repositioned, calibration results
can be valid for a long period of time and only need to be repeated once in a while.

Repositioning Repositioning however is an important issue, especially during steril-
ization. Practical commercial solutions already exist for the intraoperative use of markers
attached to a mobile C-arm, as for the system that is actively used in the operating room
of our clinical partners (see section 2.4.2.1). For the sterilization of the laparoscope and
its attached tracking bodies, autoclavable frames could be manufactured, which can be
removed before sterilization and precisely reattached to the laparoscope afterwards. Cur-
rently frames manufactured from laser-range scanning data are used, which precisely fit
the head and shaft of the laparoscope. Screws firmly fix the markers as well as the frames.
All screw connections should however be replaced by snap-on connections in the future,
as offered for instance by NDI for their passive markers. Sterilizable markers are also
commercially available (e.g. IZI Spherz, IZI Medical Products, Baltimore, MD, USA1, or
NDI Passive Spheres™, Scanlan International, Saint Paul, MN, USA2). The marker body
attached to the laparoscopic ultrasound transducer can be manufactured in a similar way.
Additionally required electromagnetic sensors could also be integrated into the transducer
tip [62] and shaft.

On-site Verification It is easy to setup on-site accuracy verification procedures to
monitor the validity of all estimated parameters simply by imaging and superimposing
volumetric data of an optically tracked phantom with known geometry on the laparoscopic
view. This verification can be performed by a nurse or by the surgical staff in the operating
room before patient anesthesia. In case of unsatisfactory validation results a system re-
calibration may be performed on site, similarly to the approach of Falk et al., where an
interactive calibration of an endoscope was performed in three to eight minutes [43], or
Vogt, who approximates one minute for his intraoperative endoscope calibration procedure
[184].

4.1.1 Laparoscope Camera
The main purpose of calibrating the laparoscope is to model the transformation of a 3D
world point onto the 2D image plane of the camera, so the projection of any 3D world

1http://www.izimed.com/
2http://www.scanlaninternational.com/
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scene onto the laparoscope image can be described mathematically, which generally is
done by a pinhole camera model.

(a) Coordinate frames for camera calibration. (b) Pinhole camera model.

Figure 4.1: Coordinate frames and camera model

In detail, a 3D point XW in the world frame is first transformed into the laparoscope
body frame by LTW , from where it is transformed into the camera frame by CTL (see also
figure 4.1a): [

XC

1

]
=
(
CTL

) (
LTW

) [ XW

1

]
(4.1)

Finally, it is mapped onto the image plane by the camera calibration matrix K (up to

scale λ). xC =
(
xC
yC

)
is the final 2D point projected onto the image plane:

λ

[
xC
1

]
= KXC , where K =

 αx c x0
0 αy y0
0 0 1

 (4.2)

As illustrated in figure 4.1b, the principal axis is orthogonal to the image plane. Their
common intersection point defines the principal point. The coordinates (x0, y0) of the
principal point, the parameter c describing the skewness of the two image axes x and
y, and the scaled focal length (αx, αy) in image axes x and y are the intrinsic camera
parameters, all represented in pixel coordinates. f in figure 4.1b also refers to the focal
length, but represented in millimeters. To scale f to pixel space, it can be divided by
the length of a single element (pixel) of the CCD of the camera. As such elements are
not necessarily square, both their width swidth and height sheight in millimeters needs
to be considered. The focal length in pixels therefore is given by αx = f/swidth and
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αy = f/sheight. The skew parameter c is always 0 for CCD and CMOS (complementary
metal-oxide-semiconductor) sensors, as it is the case for laparoscope cameras, i.e. they
have square pixels. Only when taking an image from an image, which can lead to non
coinciding principal axes, c may be unequal to zero.

The transformation LTW can be directly received from the optical tracking system.
(Note that tracking systems usually provide the inverse transformation of LTW , i.e. the
transformation WTL from the tracking body or sensor to the reference tracking coordinate
system.) The transformation CTL from laparoscope body to camera coordinate frame
and the intrinsic camera parameters stored in K need to be computed once [154, 164].
Additionally, the rather large radial and tangential lens distortion of laparoscopes needs
to be corrected for. While being required for a perfect augmentation, undistorted images
are also preferred by surgeons [185].

(a) Original distorted image. (b) Undistorted image.

Figure 4.2: Calibration pattern as seen from the laparoscope.

To determine all these parameters, a planar checkerboard pattern with 8x7 squares of
10 mm unit length is used (see figure 4.2). The pattern is viewed from several arbitrary
poses i = 1 . . .m, m > 2 satisfying distinct rotation axes for all possible motions between
them (distinct rotation axes are required for hand-eye calibration; see next section). It
must be ensured that the laparoscope shaft is not rotated against the camera head during
these movements. For each pose, an image is recorded along with the 6D pose data
of the laparoscope body provided by the optical tracking system. In each image, the
inner corners of the checkerboard pattern are found automatically by utilizing methods
of the Open Source Computer Vision Library (OpenCV)3. This gives a set of 42 sorted
2D points4, which sub-pixel accuracy is guaranteed for. Knowing their corresponding 3D
position on the pattern (XB = (XB, YB, 0)T , XB = 0, 10, . . . , 60, YB = 0, 10, . . . , 50),
the intrinsic camera parameters and distortion coefficients can be computed using well-
established camera calibration techniques [64, 177, 207].

3http://www.intel.com/technology/computing/opencv/
4A checkerboard pattern with 8x7 squares has exactly 7 · 6 = 42 inner corners.
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4.1.1.1 Camera Calibration

The camera calibration implementation, which is used for this thesis, can be found in
OpenCV. As its concepts are largely borrowed from the method of Zhang [207], his ideas
are presented here shortly to give an insight into camera calibration.

The objective of camera calibration is to estimate all parameters in CTB and K needed
to transform and project a 3D point XB on the planar pattern into the image plane:

λ

[
xC
1

]
= K

[
CRB

CtB
] [ XB

1

]

= K
[
CrB1

CrB2
CrB3

CtB
] 

XB

YB
0
1



= K
[
CrB1

CrB2
CtB

]  XB

YB
1



(4.3)

where CrBi denotes the ith column of the rotation matrix CRB. By defining m̃ = [xC , 1]T ,
H = K

[
CrB1

CrB2
CtB

]
, and M̃ = [XB, YB, 1]T , above equation can be rewritten

to:
λm̃ = HM̃ (4.4)

which states that a pattern point M̃ is related to its image point m̃ by the homography
H (up to scale λ).

Homography Estimation To estimate H for j = 1 . . . n point correspondences m̃(j)
and M̃(j), which satisfy equation 4.4, Zhang uses a technique based on the maximum
likelihood criterion. As the image points m̃(j) are usually noisy, Gaussian noise with mean
0 and covariance matrix Σm̃j

can be assumed, so H can be determined by minimization
of

n∑
j=i

(
m̃(j) − m̂(j)

)T
Σm̃(j)

−1
(
m̃(j) − m̂(j)

)
(4.5)

where m̂(j) = 1
h̄T3

[
h̄T1 M̃(j)
h̄T2 M̃(j)

]
and h̄i is the ith row of H .

Assuming Σm̃(j) = σ2I for all j, equation 4.5 can be simplified to
n∑
j=1

∥∥∥m̃(j) − m̂(j)
∥∥∥2

(4.6)

which is a non-linear least-squares problem and can be minimized by Levenberg-
Marquardt. To provide an initialization for the optimization, equation 4.4 is rewritten
as  M̃

T h̄T1
M̃T h̄T2
M̃T h̄T3

− λ
 xC
yC
1

 = 0
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To satisfy this equation, λ needs to be equal to M̃T h̄T3 . For all j = 1 . . . n point
correspondences, this gives

M̃T
(1) 0T −xC (1)M̃

T
(1)

0T M̃T
(1) −yC (1)M̃

T
(1)

M̃T
(2) 0T −xC (2)M̃

T
(2)

0T M̃T
(2) −yC (2)M̃

T
(2)

...
M̃T

(n) 0T −xC (n)M̃
T
(n)

0T M̃T
(n) −yC (n)M̃

T
(n)


︸ ︷︷ ︸

A

 h̄
T
1
h̄T2
h̄T3


︸ ︷︷ ︸

f

= 0 (4.7)

As the 9D vector f is defined up to scale, at least four point pairs m̃(j) and M̃(j) are needed
to solve the eight degrees of freedom of equation 4.7. The solution for f is provided e.g. by
a singular value decomposition of A into UDV T , where f is set to the right singular
vector (a row vector) in V T associated with the smallest singular value in D. Because
A contains a mixture of constant elements, coordinates represented in millimeters, and
products of millimeters and pixels, it is poorly conditioned. Therefore, an additional prior
data normalization is recommended, as described by Hartley and Zisserman for their “gold
standard algorithm” [63].

Closed-form Solution After the estimation of the homography H , it still needs to be
decomposed into its intrinsic camera matrix K and extrinsic parameters of the transfor-
mation CTB. Therefore, equation 4.4 is rewritten as[

h1 h2 h3
]

= sK
[
CrB1

CrB2
CtB

]
where hi is the ith column ofH (remember thatH is defined up to scale, here represented
by s). Since CrB1 and CrB2 are orthonormal, their dot product CrB

T
1
CrB2 needs to be

zero, i.e. for above equation
hT1K

−TK−1h2 = 0 (4.8)

while CrB
T
1
CrB1 = 1 and CrB

T
2
CrB2 = 1, i.e.

hT1K
−TK−1h1 = hT2K

−TK−1h2 (4.9)

Next, a symmetric matrix B is defined as

B = K−TK−1 =

 B11 B12 B13
B12 B22 B23
B13 B23 B33



=


1
α2
x

− c
α2
xαy

y0c−x0αy
α2
xαy

− c
α2
xαy

c2

α2
xα

2
y

+ 1
α2
y

− c(y0c−x0αy)
α2
xα

2
y
− y0

α2
y

y0c−x0αy
α2
xαy

− c(y0c−x0αy)
α2
xα

2
y
− y0

α2
y
− (y0c−x0αy)2

α2
xα

2
y

+ y2
0
α2
y

+ 1


(4.10)
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Defining the 6D vector b = [B11, B12, B22, B13, B23, B33]T and the ith column of H as
hi = [hi1, hi2, hi3]T , the relationship between H and B can be reformulated as

hTi Bhj = eTijb (4.11)

where

eij = [hi1hj1, hi1hj2 + hi2hj1, hi2hj2, hi3hj1 + hi1hj3, hi3hj2 + hi2hj3, hi3hj3]T

This relationship can be applied to equations 4.8 and 4.9:[
eT12

(e11 − e22)T
]

︸ ︷︷ ︸
E(i)

b = 0 (4.12)

where E(i) is one of m matrices obtained from i = 1 . . .m camera poses. b imposes five
degrees of freedom (up to scale). As for a laparoscope camera the skew factor c can be
assumed to be equal to zero, another equation, namely [0, 1, 0, 0, 0, 0]b = 0, can be added
to equation 4.12. Hence, even two camera poses would be already enough to solve for b,
as this additional equation reduces the degrees of freedom to four. However, results can
greatly be improved by providing images from more than just two camera poses. Stacking
up all matrices E(i) and [0, 1, 0, 0, 0, 0] to E, equation 4.12 can be solved e.g. by a singular
value decomposition, i.e. E = UDV T , where b is set to the right singular vector (a row
vector) in V T associated with the smallest singular value in D.

The intrinsic camera parameters can now be obtained from b (Again note that c can
be set to zero for sensors generally found in laparoscope cameras):

y0 = (B12B13 −B11B23)/(B11B22 −B2
12)

s = B33 − [B2
13 + y0(B12B13 −B11B23)]/B11

αx =
√
s/B11

αy =
√
sB11/(B11B22 −B2

12)

c = −B12α
2
xαy/s

!= 0

x0 = cy0/αy −B13α
2
x/s

c
!=0= −B13α

2
x

(4.13)

Based on the intrinsics, the extrinsic camera parameters can be computed for every camera
pose i = 1 . . .m from equation 4.4:

CrB1 = sK−1h1
CrB2 = sK−1h2
CrB3 = CrB1 × CrB2
CtB = sK−1h3

(4.14)

where s = 1/ ‖K−1h1‖ = 1/ ‖K−1h2‖. Due to noise, CRB =
[
CrB1

CrB2
CrB3

]
will not

be an ideal rotation matrix consisting of three orthonormal vectors. To approximate an
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optimal rotation matrix CR̆B for CRB provided that CR̆B
T CR̆B = I, the Frobenius

norm of the difference CR̆B − CRB is minimized by

min
CRB

∥∥∥CR̆B − CRB

∥∥∥2

F
(4.15)

This is equivalent to maximizing trace(CR̆B
T CRB), as

∥∥∥CR̆B − CRB

∥∥∥2

F
= trace

((
CR̆B − CRB

)T (CR̆B − CRB

))
= trace(CR̆B

T CR̆B)− trace(CR̆B
T CRB)

− trace(CRB
T CR̆B) + trace(CRB

T CRB)

= 3− 2trace(CR̆B
T CRB) + trace(CRB

T CRB)

(4.16)

If CRB is decomposed into its singular values, so CRB = UDV T with D =
diag(σ1, σ2, σ3), and an orthogonal matrix Z is defined as Z = V T CR̆B

T
U ,

trace(CR̆B
T CRB) = trace(CR̆B

T
UDV T ) = trace(V T CR̆B

T
UD)

= trace(ZD) =
3∑
i=1

Ziiσi ≤
3∑
i=1

σi
(4.17)

To maximize trace(ZD), Zii need to be as large as possible, optimally Z = I. This can
be accomplished by setting CR̆B = UV T .

Non-linear Optimization Including Distortion Estimation The distortion model
of the camera calibration implementation provided by OpenCV is slightly different from
Zhang’s approach. Additionally to modeling two parameters κ1, κ2 for the radial distor-
tion, it contains two parameters κ3, κ4 for the tangential distortion vector, inspired by the
work of Heikkilä and Silvén [64]. The distortion center is assumed to coincide with the
principal point.

To include the distortion model, equation 4.3 is split up into:

XC =

 XC

YC
ZC

 =
[
CRB

CtB
] [ XB

1

]
(4.18)

[
a
b

]
= 1
ZC

[
XC

YC

]
(4.19)

x̆C =
(
1 + κ1r

2 + κ2r
4
) [ a

b

]
︸ ︷︷ ︸

radial distortion

+
[

2κ3ab+ κ4(r2 + 2a2)
2κ4ab+ κ3(r2 + 2b2)

]
︸ ︷︷ ︸
tangential distortion

(4.20)

[
xC
1

]
= K

[
x̆C
1

]
(4.21)
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where r2 = a2 + b2. This means that after its transformation into camera coordinates, an
ideal point in pinhole projection coordinates (a, b)T is first distorted into x̆C , before it is
converted into pixel coordinates by K.

Finally, given i = 1 . . .m images and j = 1 . . . n points for each image, the complete set
of camera parameters can be obtained by minimizing following functional using Levenberg-
Marquardt:

m∑
i=1

n∑
j=1

∥∥∥xC(ij) − m̂(K, κ1, κ2, κ3, κ4,
CRB(i),

CtB(i),XB(ij))
∥∥∥2

(4.22)

where m̂ is the projection of a point XB(ij) of camera pose i according to equations 4.18
- 4.21. CRB can be parameterized by three parameters by e.g. utilizing the Rodrigues
formula or Euler angles. The optimization can be initialized with the results of above
closed-from solution and setting the distortion coefficients to zero.

To later undistort laparoscope images in real time (see figure 4.2b), the other direction
than described by equation 4.20 is required. To map every distorted point to its corre-
sponding undistorted point at real-time frame rates, a lookup table is created utilizing
OpenCV. Linear interpolation is usually sufficient to fill any occurring gaps between the
undistorted points.

4.1.1.2 Hand-eye Calibration

Hand-eye calibration is an important concept for augmented reality applications, which
is used for several calibration steps throughout this thesis. Its naming originally comes
from robotics, where a camera (“eye”) is rigidly mounted on a robot arm (“hand”) and
the camera center coordinates need to be determined within the robot coordinate frame
[157, 178, 179]. In this work, the robot is replaced by an optical tracking system. Speaking
of the problem in a more generalized way, the fixed offset between two rigidly connected
coordinate frames needs to be computed, where their poses are determined independently
by two different tracking systems and hence in two different reference coordinate frames.
The computation needs to be performed without previous co-calibration of the reference
coordinate frames of the two independent tracking systems.

Hand-eye calibration solves this problem in the following elegant way: The two rigidly
connected frames are moved to several stations (at least three) within a tracking volume
covered by both tracking systems. For each pair of stations, the relative motion of each
frame is recorded, i.e. the motionA between two “eye” stations and the motionB between
two “hand” stations is stored. During all motions (at least two motions, all with distinct
rotation axes), the transformationX between the two rigidly connected coordinate frames
remains constant.

The camera calibration algorithms described above compute the transformations
CTB(i) of pattern coordinate frame FB to the camera frame for every station i (out of
m stations). Each of them has a respective 6D pose WTL(i) that is provided by the
tracking system. As visualized in figure 4.3, two of them can be each paired to a mo-
tion TC(l←k) =

[
CTB(l)

] [
CTB(k)

]−1
and TL(l←k) =

[
WTL(l)

]−1 [
WTL(k)

]
respectively, giving

M = m(m − 1)/2 possible motions (excluding inverse motions) for the camera center as
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Figure 4.3: Coordinate transformations during hand-eye calibration.

well as the laparoscope body. One motion pair gives following equation:[
TC(l←k)

] [
CTL

]
=
[
CTL

] [
TL(l←k)

]
(4.23)

Herewith, the so-called hand-eye formulation can be formalized, where X =
[
CTL

]
, A =

TC(l←k), and B = TL(l←k) :
AX = XB (4.24)

or, equivalently: (
RA tA
0 1

)(
RX tX
0 1

)
=
(
RX tX
0 1

)(
RB tB
0 1

)
(4.25)

After stacking up the equations AX = XB for all M motions, X can be solved
for instance by first computing the rotational and then the translational part of X by
QR decomposition, as proposed by Tsai and Lenz [178, 179], or by a dual quaternions
approach, first described by Daniilidis [32]. Various other methods have been proposed,
for instance by Chou and Kamel [26], who use a quaternion representation of the rotation,
by Li and Betsis [95], who use a canonical matrix representation of the rotation, or by
Horaud and Dornaika [69], who propose a non-linear equation system to solve the hand-
eye equation. All methods however give similar results in terms of accuracy [116]. In this
work, the methods of Tsai and Lenz as well as Daniilidis were compared (see below). A
more complete review on hand-eye calibration methods is provided by Strobl and Hirzinger
[167].

Several authors also propose the selection of optimal motion pairs. Shi et al. describe
an algorithm to avoid degenerate cases such as pure translations and small rotations to
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decrease the calibration error [156]. Schmidt et al. propose a modified hand-eye calibration
routine providing improved numerical stability by selecting an optimal set of relative
motions and also eliminating erroneous robot data. A stable hand-eye calibration can
be provided, although the error of the pose data provided by the robot can be large
depending on the motion actually executed [150].

The transformation from the checkerboard to the world coordinate frame WTB can
be computed in two ways: The obvious method is to just close the transformation loop
after computation of X, for instance by WTB = WTL(k) X

CTB(k) for an arbitrary k or
by averaging/optimizing over all M . Alternatively, another hand-eye calibration can be
performed using the same i = 1 . . .m poses CTB(i) and WTL(i), respectively. However, the
difference for this hand-eye calibration is that all computations are done in the camera
center frame and laparoscope body frame as reference coordinate frames, i.e. theoretically
the pattern and optical tracking system frames are now moved.

Once WTB is known, the 3D corner points of the checkerboard pattern can be pro-
jected into the (undistorted or original) laparoscope video in real time, enabling an easy
evaluation of the calibration accuracy.

In the following, the hand-eye calibration methods of Tsai and Lenz as well as Daniilidis
are shortly depicted, as they were both evaluated in this dissertation.

Tsai and Lenz Tsai and Lenz decouple the determination of the transformation matrix
X into its rotational part RX and translational part tX :

RARX = RXRB (4.26)

RAtX + tA = RXtB + tX (4.27)
They define p as the rotation axis of a rotation R, which is actually the vector part of

the equivalent quaternion. First, a scaled version of pX , defined as p∗X = 1
2 cos

(
θX

2

)pX =

1√
4−‖pX‖2pX , is computed, which can be achieved by a QR decomposition:

[pA + pB]× p∗X = pA − pB (4.28)

where pA and pB are one of M pairs of rotation axes and a skew symmetric matrix [s]×
is defined as

[s]× =

 0 −sz sy
sz 0 −sx
−sy sx 0


Next, pX is computed as:

pX = 2p∗X√
1 + ‖p∗X‖

2
(4.29)

RX can be computed from pX with following equation:

RX =
(

1− ‖pX‖
2

2

)
I + 1

2

(
pXp

T
X +

√
4− ‖pX‖2 [pX ]×

)
(4.30)
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tX can now be determined using another QR decomposition:

(RA − I)tX = RXtB − tA (4.31)

where, again, RA, tB, and tA correspond to one of M motion pairs.

Reasoning Parts of the proofs for above equations are stated in the following. More
complete proofs than the ones presented here can be found in the original works of Tsai
and Lenz [178, 179].

The illustration provided by figure 4.4, which shows the rotation axes corresponding
to one motion pair, helps to understand the reasoning.



X

Bp

Ap

0

A

B

M
X

Xp

Figure 4.4: Rotation axes involved in hand-eye calibration.

1. RX rotates the rotation axis of RB into that of RA:

pA = RXpB (4.32)

2. The rotation axis of RX is perpendicular to the vector joining the ends of the
rotation axes for RB and RA:

pX⊥(pA − pB) (4.33)

because

(pA − pB)TpX = (pA − pB)TRT
XRXpX = (RX(pA − pB))TRXpX

= (RXpA −RXpB)TpX = ((RX − I)pA)TpX
= pTA(RX − I)TpX = 0

(4.34)
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3. As it can be observed in figure 4.4, pA − pB is colinear with (pA + pB) × pX .
Furthermore, pA − pB and (pA + pB)× p∗X have the same length, because

|(pA + pB)× p∗X | = |pA + pB|2 sin θX2 (4− |2 sin θX2 |
2)− 1

2 sin γ

= |pA + pB| sin
θX
2 (1− sin2 θX

2 )− 1
2 sin γ

= |pA + pB| tan θX2 sin γ = 2|OM | sin γ tan θX2
= 2|XM | tan θX2 = 2|MB| = |AB| = |pA − pB|

(4.35)

Because of this collinearity and their same lengths, pA − pB = (pA + pB)× p∗X , or,
written as a skew symmetric matrix, [pA + pB]×p∗X = pA − pB. As [pA + pB]× is
singular and has rank two, at least two motions around distinct rotation axes are
necessary to compute X.

Daniilidis Different from the work of Tsai and Lenz, where two QR decompositions
are required to solve the hand-eye equation for X, Daniilidis proposes a dual quaternion
approach, which can be done in a single step.

A unit dual quaternion q̌ consists of a pure rotational quaternion q with dual part
equal to zero (the nondual part) and a pure translational unit dual quaternion q′ (the
dual part):

q̌ = q + εq′ = q + ε
1
2(0, t)q

where (0, t) is a translational quaternion, ε2 = 0, and q is a quaternion corresponding
to the rotation matrix R. More details on quaternions, dual quaternions, and their
arithmetic are given in the original paper of Daniilidis [32].

The main idea of Daniilidis’ approach is to stack up a 6M×8 matrixM concatenated
from i = 1 . . .M matrices Mi, which satisfy following equation (where M is the number
of motions):

M

(
q
q′

)
= 0⇔


M1
M2
...

MM


(
q
q′

)
= 0 (4.36)

where a single motion described by a 6× 8 matrix Mi is given by

Mi =
(
a− b [a+ b]× 03×1 03×3
a′ − b′ [a′ + b′]× a− b [a+ b]×

)
(4.37)

and

• a is the vector part of the quaternion qA corresponding to the rotation RA of A,
• a′ is the vector part of the dual part q′A = 1

2(0, tA)qA of the dual quaternion corre-
sponding to A, and
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• b and b′ are defined in an analog way.

To solve above equation, a singular value decomposition is applied to M to obtain
M = UDV T . The two last right-singular 8 × 1 vectors (columns) of V , v7 and v8, are

written as v7 =
(
u1
v1

)
and v8 =

(
u2
v2

)
, where u1, v1, u2, and v2 are 4× 1 vectors.

Next, s is computed:

s1,2 =
−(uT1 v2 + uT2 v1)±

√(
uT1 v2 + uT2 v1

)2 − 4(uT1 v1)(uT2 v2)
2(uT1 v1)

(4.38)

For each of the two solutions for s, the solution r for following trinomial is computed:

r1,2 = s2(uT1u1) + 2s(uT1u2) + (uT2u2) (4.39)

For the larger r, λ1 and λ2 are computed:

λ2 =
√

1/r (4.40)
λ1 = sλ2 (4.41)

The resulting nondual part q and dual part q′ of the dual quaternion q̌ can now be
determined as (

q
q′

)
= λ1

(
u1
v1

)
+ λ2

(
u2
v2

)
(4.42)

Compared to Tsai and Lenz, the results provided by above dual quaternion q̌ actually
describe the inverse transformation X−1. Therefore, the rotational and translational
parts need to be inverted to comply with the definition of Tsai and Lenz. Hence, the
final quaternion qX corresponding to RX is qX = q̄, i.e. the conjugate quaternion of q,
while the final translation vector tX is the vector part of the result of the quaternion
multiplication q̄(−2q′q̄)q.5

4.1.1.3 Oblique Scope Calibration

The transformation between laparoscope body and camera center CTL will only remain
static, if either a 0◦ laparoscope is used or a 30◦ one with the scope shaft not being
rotated around its longitudinal axis against the camera head. However, especially for
abdominal surgery the shaft of the frequently used 30◦ laparoscope is often rotated, which
invalidates the rigid transformation CTL. To correct for this rotational offset, a second
marker body is attached to the scope shaft to measure its rotation against the camera
head. Mathematically, this single physical rotation can be modeled by two successive
mathematical rotations, as proposed by Yamaguchi et al. [204, 205].

Therefore, first the camera and hand-eye calibration is performed keeping the scope
shaft fixed at an initial constant rotation angle 0◦. This results in an initial transformation
CTL(0). To incorporate the laparoscope rotation into the final transformation CTL, two
mathematical rotations that are multiplied by the initial transformation are modeled:

5In general, a translation vector t can be recovered from a dual quaternion by 2q′q̄.
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1. The inverse rotation around the longitudinal axis of the shaft (shaft rotation
TCs(−φ)) by the rotation angle −φ.

2. The rotation around the principal axis described by the viewing direction of the
laparoscope (principal rotation TCp(φ)) by φ.

Following equation gives the overall transformation from the camera center to the laparo-
scope markers:

CTL = TCp(φ)TCs(−φ)CTL(0) (4.43)

Since in reality both rotation axes are not perfectly aligned with the ideal longitudinal
and principal axis, respectively, their actual positions need to be estimated (compare also
figure 4.5).

Figure 4.5: Ideal and actual rotation axes of the forward oblique laparoscope.

Shaft Rotation The shaft rotation axis is determined by performing a full 360◦ rotation
while measuring the 3D positions of the tracking body attached to the laparoscope shaft.
These k = 1 . . . p measurements are transformed by CTL(0) into the camera coordinate
frame. After estimating their gravity center XGrav =

(∑p
k=1XC(k)

)
/p, the eigenvector

vλmin corresponding to the minimum absolute eigenvalue of A is determined:

A =
p∑

k=1
(XC(k) −XGrav)(XC(k) −XGrav)T (4.44)
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This eigenvector, which is normal to the plane described by all measured circle points,
corresponds to the directional vector of the shaft axis. To also estimate the center XCen

of the circle, following functional needs to be minimized e.g. by Levenberg-Marquardt, as
described by Yamaguchi et al. [204]:

p∑
k=1

ρ2 −
∥∥∥XC(k) −XCen

∥∥∥2
+ (vλminT (XC(k) −XCen))2 (4.45)

where ρ is the radius of the circle, which is only needed for the optimization, but not any
more for modeling the shaft rotation. The center of the circle corresponds to the origin
of the shaft rotation axis.

Principal Rotation The principal rotation axis can be computed acquiring images of
the checkerboard pattern at several poses with different axis rotations φ(i), i = 1 . . .m,
where the checkerboard pattern must not be moved between camera, hand-eye, and
oblique scope calibration. Again, for each image at pose i, the 3D position of the shaft
body is measured to estimate its corresponding rotation angle. Additionally, at the same
time the pose of the camera head body is measured and j = 1 . . . n sorted 2D points
xC(ij) are automatically detected for each rotation angle. Using the initial laparoscope to
camera transformation CTL(0), the origin and directional vector of the principal rotation
axis can be computed by minimizing following functional using Levenberg-Marquardt:

m∑
i=1

n∑
j=1

∥∥∥∥∥∥K
[
RCp(φ(i))|tCp(φ(i))

]
TCs(−φ(i))CTL(0)

LTW (i)
WTB

[
XB(j)

1

]
−
[
xC(ij)

1

]∥∥∥∥∥∥
2

(4.46)
Above functional is only valid for point coordinates xC(ij) detected in undistorted images.
If they are segmented in original (distorted) images, the final mapping of a 3D point in
camera coordinates onto the image plane needs to be extended by equations 4.19 - 4.21
instead of only applying K.

4.1.2 Pointer
To acquire the 3D coordinates of points of a C-arm calibration phantom in the coordinate
frame of the optical tracking system (cf. section 4.1.3), a tracked pointer is used, which is
illustrated in figure 4.6a. To calibrate the pointer, i.e. to determine its tip position in its
local tracking body coordinate frame, the tip is fixed inside an indentation and tracking
data is recorded, while the pointer is pivoted around the tip describing a hemisphere.
Hence, a series of i = 1...m translational and rotational measurements are acquired, which
represent the transformation from pointer body coordinates into world coordinates. For
each transformation WTP (i), the tip of the pointer remains static in local tracking body
coordinates (XP ) as well as world coordinates (XW ), as described by following formula:

XW =
[
WRP (i)

]
XP + W tP (i) (4.47)
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As depicted by Tuceryan et al. [180], following equation needs to be solved (e.g. by QR
decomposition) to determine the pointer tip coordinates:

I −
[
WRP (1)

]
I −

[
WRP (2)

]
... ...
I −

[
WRP (m)

]


(
XW

XP

)
=


W tP (1)
W tP (2)

...
W tP (m)

 (4.48)

(a) Pointer. (b) Hollow, cylindrical plastic phantom containing a he-
lical pattern of 54 BBs of two different diameters.

Figure 4.6: Calibration utensils used for C-arm calibration.

4.1.3 C-arm
The computation of the transformation FTI from the isocenter to the flat panel coordinate
frame is performed in two steps. First, the transformation ITG from the calibration phan-
tom coordinate frame to the isocenter frame is determined during geometric calibration
of the cone-beam CT capable C-arm, second the transformation WTG from the phantom
to the world coordinate frame is computed applying a point based registration.

4.1.3.1 Geometric C-arm Calibration

For geometric C-arm calibration [128], the phantom and software of the C-arm manufac-
turer is used. A helical pattern of 54 BBs6 of two different diameters inside a hollow,
cylindrical plastic phantom is utilized, as visualized in figure 4.6b. The center of each BB
is known very precisely in 3D in its local coordinate frame FG. The geometric calibra-
tion is used to determine the reproducible non-ideal orbit of the C-arm around the scan

6A BB is a metal sphere.
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Figure 4.7: Coordinate frames for C-arm calibration.

volume. For every pose of the C-arm source (X-ray tube) and its corresponding X-ray
image across the orbit (detected on the flat panel), it determines the associated projection
matrix. Knowing all projection matrices, a rigid transformation ITG from the geometric
calibration phantom coordinate frame to the isocenter can be estimated, which is done
internally by the C-arm manufacturer’s calibration software.

4.1.3.2 Point Based 3D Transformation

The last missing transformation WTG from the phantom coordinate frame to the world
coordinate frame is then estimated as in Ritter et al. [144]. The tracked pointer is used to
acquire the 3D coordinates of the outward surface of the BBs on the phantom in the world
coordinate frame. To compensate for the fact that the pointer only touches the surface of
a BB and not its center, an offset needs to be added to the coordinate of each BB. This
offset equals the radius of a BB and is along the orthogonal to the tangent touching the
surface of the phantom.

By matching the coordinates of the point set acquired with the pointer and the cor-
responding adjusted coordinates of the BBs in the calibration phantom, the rigid trans-
formation WTG can be computed. Several ways of computation have been proposed in
the literature, e.g. by applying singular value decomposition [3, 181] or dual quaternions
[188]. However, there are no noticeable differences in terms of accuracy and stability of
these algorithms for any practical application [37]. The method of Arun et al. [3], later
refined by Umeyama [181], which is based on singular value decomposition, is used in
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this work to estimate the Euclidean transformation between two ordered corresponded
3D point sets mi and di, i = 1 . . . n:

di = Rmi + t (4.49)

First, the means of both point sets are calculated to determine their centroids, along
with their variances:

µd = 1
n

n∑
i=1
di

µm = 1
n

n∑
i=1
mi

(4.50)

σ2
d = 1

n

n∑
i=1
‖di − µd‖

σ2
m = 1

n

n∑
i=1
‖mi − µm‖

(4.51)

Now the covariance matrix Σdm can be generated:

Σdm = 1
n

n∑
i=1

(mi − µm)(di − µd)T (4.52)

which is decomposed into Σdm = UDV T by a singular value decomposition.
The rotation R rotating points mi into points di can now be calculated from:

R = V SUT , where S =

 1 0 0
0 1 0
0 0 det(V UT )

 (4.53)

The additional matrix S is introduced to take care of cases, where the determinant of
R is not 1, but −1 (which represents a reflection rather than a rotation), as it can happen
for planar or very noisy point sets.

The translation t can finally be derived from the centroids of the point sets and the
rotation matrix:

t = µd − sRµm (4.54)

where s = 1, if a Euclidean transformation is sought for, as it is the case here. More
generally, if a similarity transformation with one scaling factor is wanted, which can be
especially useful for data sets given in different units, s can be set to:

s = trace(DS)
σ2
d

(4.55)
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4.1.4 Ultrasound
Ultrasound calibration refers to the determination of the pixel scaling of the ultrasound
B-scan plane and the transformation of the ultrasound plane to a tracking sensor or body
attached to the transducer. This is useful to describe the transformation chain, which
transforms a point in ultrasound plane coordinates XUS to tracking system coordinates.
In the scope of this work, the tracking system coordinates are defined by the electromag-
netic tracking (EMT) system:

XEMT = EMTTFlexS
F lexSTUSXUS (4.56)

whereXUS =


sxu
syv
0
1

. sx and sy scale pixel units to millimeters, for the x and y direction

of the image plane, respectively.

Figure 4.8: Coordinate frames for laparoscopic ultrasound calibration.

Ultrasound calibration usually aims at the computation of the parameters sx, sy, and
FlexSTUS, wherefore various methods have been proposed in the literature [113]. Because
it does not require the manufacturing of a specific elaborate calibration phantom, in
this work a single-wall calibration [70, 139, 175] is performed to estimate the ultrasound
parameters. In the original works on single-wall calibration, a flat-bottomed water bath,
preferably uniformly roughened by very fine emery cloth or sand paper, is scanned, or
alternatively the so-called Cambridge phantom is used for more accurate results. In this
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work, a nylon membrane (which can be from simple panty hose) stretched over a planar
frame is used as calibration phantom, as introduced by Langø [90].

Single-wall calibration is based on the idea that when a point on the ultrasound plane
XUS is transformed into the local coordinate frame FM of the planar calibration phantom,
its z coordinate will be always equal to 0, as the x-y plane of the local coordinate frame
can be defined in such a way that it is exactly aligned with the plane of the calibration
phantom. This relation is reflected by following equation:

XM =


x
y
0
1

 = MTEMT
EMTTFlexS

F lexSTUS


sxu
syv
0
1

 (4.57)

To collect samples for solving above equation, several poses of the flexible sensor of
the transducer as well as corresponding B-scan images showing the membrane inside a
water bath are acquired. The lines corresponding to the planar nylon membrane are
automatically segmented and used for the computation of all calibration parameters,
i.e. pixel scaling and the transformation FlexSTUS. To ensure numeric stability for all
degrees of freedom of the transformation, the calibration protocol of the Cambridge group
is adapted to acquire a set of about 40 lines and their corresponding tracking data [70,
139, 175]:

1. The transducer is moved vertically up and down without changing its orientation.
2. The transducer is rotated from side to side (both clockwise and counterclockwise)

while keeping the scan plane and the phantom plane perpendicular.
3. The transducer is rotated towards the user and away from him/her, changing the

angle between the scan plane and the phantom plane. The angle of the image of
the phantom plane should not change significantly during these moves.

4. The transducer is rotated through 45 degrees in each direction about its vertical
axis.

5. The transducer is translated across the phantom plane and motions 1, 2, 3, and 4
are performed in a total of three non-collinear locations.

For the automatic line segmentation, a two-step approach inspired by Prager et al. [139]
is applied. First, features are detected on predefined vertical scan lines of the image,
smoothed using a Gaussian filter kernel, median-filtered, then differentiated and thresh-
olded. In the second step, the random sample consensus algorithm (RANSAC) [51] is used
to match several candidate lines through these feature points and to choose the definite
line from these candidates, taking into account the number of features supporting it and
the proximity to the line detected in the last frame (cf. figure 4.9).

Finally, all collected sensor poses and segmented lines are used to solve equation 4.57.
At least 11 independent samples are needed to determine the 11 identifiable parameters
of all 14 unknown parameters in equation 4.57: Two for sx, sy, six for FlexSTUS, but only
three of six for MTEMT . The other three parameters of MTEMT are not identifiable, as the
rotation of the planar membrane about its z-axis and the translation of the membrane
in its own x-y plane do not affect the z-component of XM . A Levenberg-Marquardt
optimization is applied to best fit the acquired samples.
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Figure 4.9: User interface developed for ultrasound calibration based on CAMPAR. It
shows a B-scan image of the nylon membrane generated by the laparoscopic transducer.
On the yellow vertical scan lines feature points are detected, which RANSAC either
accepts (green points) or rejects (red points). The red framed inlet shows the line, which
is finally fitted to all feature points.
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4.1.4.1 Magneto-optic Hand-eye Calibration

As ultrasound calibration only determines the transformation into the electromagnetic
tracking frame, the transformation into the optical world coordinate frame still needs to
be determined. Furthermore, the technique for online electromagnetic error estimation
proposed in section 4.3.1 requires the determination of the offset between the rigid elec-
tromagnetic sensor and the rigid optical tracking body attached to the rigid shaft of the
ultrasound transducer.

Figure 4.10: Coordinate transformations during magneto-optic hand-eye calibration.

To compute the Euclidean transformation RigBTRigS between the rigid sensor and the
rigid body frames, the hand-eye calibration theory introduced in section 4.1.1.2 can be
applied anew. This time, several poses of the rigid body and the rigid sensor with distinct
rotation axes are recorded in both the optical tracking and electromagnetic tracking co-
ordinate frames (cf. figure 4.10). Stacked matrices A and B are generated again from all
movements between these poses and related to each other by AX = XB. Inverting the
same poses, they can be used to estimate the rigid hand-eye transformation EMTTTransB
between the electromagnetic transmitter coordinate frame and its optical tracking body.

In a final optimization step, the two hand-eye calibration matrices RigBTRigS and
EMTTTransB are optimized for all recorded poses by the Levenberg-Marquardt optimizer.
The matrix Tδ resulting from the transformation chain “rigid sensor to rigid body to
optical tracking (world) to transmitter body to electromagnetic tracking to rigid sensor
frame”, which theoretically is an identity matrix, represents the accumulated transforma-
tion errors:

Tδ =
[
Rδ tδ
0 1

]
= RigSTEMT

EMTTTransB
TransBTW

WTRigB
RigBTRigS (4.58)
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For optimization, a cost function δ was chosen that weights translational to rotational
errors 1:3, reflecting the RMS error ratio provided independently by the two tracking
system manufacturers (0.4 mm and 0.12◦ for the optical tracking system, 1.4 mm and
0.5◦ for the electromagnetic tracking system).

δ = ‖tδ‖ + 3 · 180
π
· arccos

(
trace(Rδ)− 1

2

)
(4.59)

The maximum error δmax determined after optimization is chosen as a measure of
distrust for the overall performance of the hand-eye calibration (cf. also section 4.3.1).

4.1.4.2 Temporal Calibration

In order to later provide a smooth visualization without lag, time stamps are used to bring
all data into the same time frame. While the optical tracking PC and the visualization
workstation are synchronized via the network time protocol (NTP) to the same refer-
ence time, the ultrasound and electromagnetic tracking systems require a more advanced
synchronization. As these systems do not automatically provide reliable time stamps cor-
responding to the actual data acquisition time, a time stamp is generated when their data
arrives at the visualization workstation. Therefore, a fixed offset is subtracted from this
time stamp to compensate for any lag introduced while traveling to the workstation. To
determine this offset, the magneto-optically tracked transducer is moved up and down (as
suggested by Treece et al. [175]), while the line is automatically segmented in the B-scan
image, as described above. All three motion sequences are stored, brought into 2D (time
& translation) by a principal component analysis (PCA), and normalized. By translating
the time axis to match their curves, the ultrasound offset and the electromagnetic tracking
offset in regard to the reference time is computed.

4.1.4.3 Transducer Tip Model

Modeling the transducer tip can serve two purposes. First, the model can provide all
necessary 3D information to overlay a virtual model of the ultrasound transducer onto
the measured location. Second, if built relatively to the rigid optical tracking body, it can
be used to correct tracking inaccuracies (see section 4.3.1).

The ultrasound transducer does not contain a single joint, but a lengthy bending
region extending over approximately three centimeters, similar to the one visualized in
figure 4.12. The horizontal and vertical bending of the tip is controlled by two steering
levers. Each lever offers seven positions, giving 49 manually selectable tip poses. As the
tip yields to external pressure as well, continuous motions on an ellipsoid-like shape are
modeled to approximate all possible tip poses, i.e. poses of the flexible sensor in relation
to the rigid sensor. Therefore, a chain of transformations is modeled to come from the
coordinate frame of the flexible sensor into that of the rigid sensor, as visualized on figure
4.11.

The proposed model is built relatively to the rigid sensor, but could also be built
relatively to the rigid body by applying the additional static hand-eye transformation
RigBTRigS, which is more useful for error correction.
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Figure 4.11: Mathematical model of the tip of the flexible ultrasound transducer – only
the rotation φ about the x axis is visualized here, the rotation ψ about the y axis is zero.

First, the flexible sensor coordinate frame is rotated and translated into the “link
frame” in such a way that the z axis points along the transducer axis. This transformation
LinkTFlexS has six degrees of freedom (DOF), i.e. three rotations and one translation to
align the sensor with the transducer axis, followed by a rotation about and a translation
along the transducer axis.

Starting at the link frame, n short links follow, which approximate the possible tip
movements. In an alternating manner, each link rotates the transducer axis by ψ about
the y axis and by φ about the x axis, respectively. No rotation about the z axis is assumed,
but each link introduces a translational offset tz along the z axis, so in total BaseTLink has
four DOF.

BaseTLink = TLink(φ) · TLink(ψ) · TLink(φ) · . . .︸ ︷︷ ︸
n times

(4.60)

where

TLink(φ) =


1 0 0 0
0 cos(φ) − sin(φ) 0
0 sin(φ) cos(φ) tz
0 0 0 1



TLink(ψ) =


cos(ψ) 0 sin(ψ) 0

0 1 0 0
− sin(ψ) 0 cos(ψ) tz

0 0 0 1


This behavior of alternating links is inspired by the real nature of the bending region,
where four cables controlled by the steering levers are pairwise and alternately connected
to every second link.

After the bending region, i.e. at the base frame, a final translational and rotational
offset RigSTBase is applied to align the final tip coordinate frame with the rigid sensor,
which has five DOF. Actually, LinkTFlexS and RigSTBase would both have six DOF. How-
ever, one DOF of the rotation about the transducer (z) axis is not needed for RigSTBase, as
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Figure 4.12: Typical bending region usually found in endoscopic instruments. Four cables
are pairwise and alternately connected to every second link of the bending region. They
are often controlled by steering levers, where two each are connected to the same lever.

it can be entirely compensated by just altering the combination and magnitudes of φ and
ψ. Contrary, one more DOF is needed for the rotation about the transducer axis included
in LinkTFlexS to adjust for the fact that both sensors can be mounted at different angles
about the transducer axis, i.e. assuming φ and ψ to be 0, the line through the origins of
the two sensor coordinate frames will not be parallel to the transducer axis.

The final model transformation from flexible sensor coordinates into rigid sensor co-
ordinates can be described by

TModel = RigSTBase
BaseTLink

LinkTFlexS (4.61)

For the offline computation of the model, first the transducer axis is estimated, both
in relation to the rigid sensor and to the flexible sensor. This can be done by putting a
plastic cylinder over the transducer shaft, which contains an additional electromagnetic
sensor on one end (cf. figure 4.13). For each the rigid part and the flexible part of the
transducer shaft, the plastic cylinder is rotated at least 360 degrees, flipped, and rotated
another 360 degrees or more. During each rotation, the measurements of the additional
electromagnetic sensor are transformed into the local coordinate frames of the rigid sensor
and the flexible sensor, respectively. Each acquired point cloud Xi, i = 1 . . .m is then
fitted to a cylinder with radius r around the transducer axis, which is defined by the 3D
point b on the axis closest to the rigid sensor (or flexible sensor, for the other point cloud)
and a 3D unit vector d pointing along the axis to the tip of the transducer. Following
functional is minimized by the Levenberg-Marquardt optimizer:

m∑
i=1
|r − ‖d× (b−Xi)‖| (4.62)

Finally, two transducer axes are defined, one in flexible sensor coordinates by the base
point bFlexS and the unit directional vector dFlexS and the other one in rigid sensor
coordinates by bRigS and dRigS.

All parameters except angles φ and ψ remain constant for a given configuration and
can be computed offline. Given that the transducer axes in relation to the rigid and the
flexible sensor have been calibrated, only five model parameters have to be estimated
offline. These are the translation along the rigid shaft axis (contained in RigSTBase), the
length of the bending region (n · tz), the number of links in the bending region (which
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(a) Plastic cylinder put over the transducer shaft
with an additionally attached sensor on the left end.

(b) The plastic cylinder is rotated at least 360 de-
grees, flipped, and rotated another 360 degrees or
more.

Figure 4.13: Transducer shaft calibration.

can be initialized or fixed to n = 12)7, the angle of rotation about the tip axis, and the
length of translation along the tip axis (both contained in LinkTFlexS).

For every selectable position of the two control levers, the position of the flexible sensor
(attached to the transducer tip) in relation to the rigid sensor (attached to the transducer
shaft) is recorded in a distortion-free environment, i.e. without ferrous-magnetic or elec-
trically powered materials in close vicinity. Then the remaining model parameters are
optimized numerically using the Levenberg-Marquardt algorithm. The model has to be
computed only once, when the electromagnetic sensors are attached to the transducer.
At run-time the remaining two DOF of the rotations about the x and y axis can be
numerically optimized by the Levenberg-Marquardt optimizer.

4.2 Registration for Port Placement
Because tracked and intrinsically registered intraoperative imaging devices are primarily
used for the augmented reality solution presented here, no manual or interactive regis-
tration is required for the alignment and fusion of all intraoperatively acquired images.
However, the proposed port placement method is based on preoperative CT data, which
is in many cases available anyway, but requires an additional intraoperative registration
step. To avoid this registration step, one may argue to also use cone-beam C-arm data
(instead of preoperative data) for port placement planning. Unfortunately, this can hardly
be justified due to following reasons:

• The size of a reconstructed C-arm volume is 20× 20× 15 cm3, which only partially
covers the patient anatomy needed for port placement planning.

• Patients usually get one or more preoperative diagnostic CT scans. If fiducials
are already attached to a patient for these scans, their data can be used for port
placement planning.

• To compensate for organ movements, complex laparoscopic interventions require an
updated data set after port placement and CO2 insufflation, so a second data set

7Many surgical instruments as the one in figure 4.12 have 12 links.
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would have to be acquired just for port placement planning. Radiation and contrast
agent exposure caused by an additional scan can hardly be justified.

To smoothly integrate the registration procedure into the current clinical workflow,
most registration steps for the proposed method are automated. Manual interaction is
mainly needed, when the laparoscope is moved around the fiducial markers attached to
the patient, which takes approximately two minutes. In general, the patient registration
procedure can be split into three essential steps:

1. All fiducials must be segmented in the CT volume to determine the positions of
their centroids.

2. Their positions in the world coordinate frame need to be reconstructed using the
images, which are acquired by moving the calibrated laparoscope around them and
show the fiducials.

3. The resulting point sets need to be matched in order to register the patient to the
CT data set.

The automatic segmentation of the fiducials in the CT volume can be achieved by
using standard image processing techniques based on thresholding, filling, morphology,
and subtraction [130, 189]. The centroids of all segmented fiducials can be computed very
precisely by weighing their associated voxel intensities and incorporating partial volume
effects.

4.2.1 3D Reconstruction
For finding the 3D positions of the fiducials in the world coordinate frame, two iterations
are performed for each image i containing an arbitrary number m of fiducials. First,
the 2D positions xC(i1) . . .xC(im) of all visible fiducials are extracted automatically after
undistortion of the image utilizing OpenCV. In detail, the fiducial segmentation tech-
niques in use are based on thresholding, contour finding, polygonal curve approximation,
moments calculation, roundness factor, and color information of the fiducials. Second,
epipolar geometry is used to match and reconstruct their 3D positions as follows.

For each image i, the extrinsic parameters of the laparoscope camera, meaning the
transformation CTW (i) from world to camera coordinate frame can be computed:

CTW (i) = CTL
LTW (i) (4.63)

Thus, for each image pair i and j, the transformation between its associated camera poses,
TC(j←i), and its corresponding essential matrix E(j←i) can be computed [63].

TC(j←i) =
[
RC(j←i) tC(j←i)

0 1

]
= CTW (j)(CTW (i))−1 (4.64)

E(j←i) = [tC(j←i)]×RC(j←i) (4.65)

where [t]× =

 0 −tz ty
tz 0 −tx
−ty tx 0
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Figure 4.14: Epipolar geometry used for reconstruction.

Since the camera is calibrated, all epipolar lines lC(j1) . . . lC(jm) in image j correspond-
ing to the points in image i can be determined:

lC(jk) = K−TE(j←i)XC(ik) (4.66)

where XC(ik) = K−1
[
xC(ik)

1

]
If any of the points in image j lies on an epipolar line or very close to it (e.g. within one
pixel), it is very likely that this point and its corresponding point in image i are projections
of the same 3D point. So this point is reconstructed by computing the intersection of
the two rays back-projected from XC(ik) and XC(jl), respectively. However, since the
intrinsic and extrinsic parameters of the camera were only estimated during calibration
and tracking, the two rays will not exactly intersect in space. Hence, the midpoint of the
two rays is computed by determining their intersection points with the segment that is
orthogonal to both rays, which can be achieved by solving a linear system of equations
[176].

tC(i←j) = aXC(ik) − bRC(i←j)XC(jl) + c
(
XC(ik) ×

(
RC(i←j)

)
XC(jl)

)
,

where RC(i←j) =
(
RC(j←i)

)T
and tC(i←j) = −

(
RC(j←i)

)T
tC(j←i). The intersection points

in the camera coordinate frame now are aXC(ik) and tC(i←j) + b
(
RC(i←j)

)
XC(jl), so their

midpoint can be easily computed and transformed into the world coordinate frame, as
described by following equation:[

XW

1

]
=
(
CTW (i)

)−1
[ (

aXC(ik) + tC(i←j) + b
(
RC(i←j)

)
XC(jl))

)
/2

1

]
(4.67)
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Wrong reconstructions can always happen, if a 2D point close to or on the epipolar
line is found, which actually corresponds to another 3D point than the one the epipolar
line belongs to. Following approach is taken to identify incorrect reconstructions. The
fiducials are positioned on the patient at a minimum distance of 30 mm. Therefore, all
reconstructed points having a certain maximal distance, e.g. are closer to each other than
10 mm, are assumed to represent the same point in 3D. For each such 3D point, its
corresponding 2D point pairs are combined into a list. All lists are compared to each
other. If a 2D point happens to be in more than one list, its corresponding point pair is
kept in the list with most point pairs and deleted from all other lists. By validating lists
with more than two point pairs only, 3D points can be reconstructed with the utmost
probability.

In the next reconstruction step, the lists with point pairs corresponding to the same 3D
point are used to optimally reconstruct the 3D point. For all 2D points, their associated
projection rays r1 . . . rs are constructed, which intersect the camera center Cr = W tC(i)
and the projection of the point onto the image plane Pr = WRC(i)(XC(i))k+W tC(i), where
WRC(i) = (CRW (i))T and W tC(i) = −(CRW (i))T CtW (i). They can be represented using the
camera center Cr as starting point and a directional unit vector dr = Pr−Cr

‖Pr−Cr‖ :

rr = Cr + λrdr = Cr + λr
Pr −Cr

‖Pr −Cr‖
(4.68)

Again, the associated midpoint Xw can be computed, which is closest in average to all s
rays. Therefore, following expression has to be minimized:

s∑
r=1
‖Cr + λrdr −XW‖2 (4.69)

As stated by Sturm et al., this linear least squares problem may be solved using the
Pseudo-inverse [168]:

XW

λ1
...
λs

 =


nI −d1 · · · −ds
−(d1)T 1

... . . .
−(ds)T 1


−1 

I · · · I
−(d1)T

. . .
−(ds)T



C1
...
Cs

 (4.70)

Finally, these results can be further improved by using the Levenberg-Marquardt it-
eration to minimize following functional:

s∑
r=1

∥∥∥∥∥K [
CRL|CtL

]
LTW (r)

[
XW

1

]
−
[
xC(r)

1

]∥∥∥∥∥
2

(4.71)

It must be noted that the described reconstruction approach solves the general case
that several fiducials are visible in a single laparoscope image but some may be missing,
similar to the work of Nicolau et al. [133], where two stationary cameras are used to
provide a stereo view of fiducials. This general approach was implemented in order to
remain flexible with respect to the utilized camera or endoscope. Future advances of
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digital and high-definition endoscopes may provide a laparoscope camera, which is able
to see several fiducials in a single view with a very high resolution. However, currently a
laparoscope with an analog camera and therefore a more restricted reconstruction protocol
is utilized: The laparoscope is hold close to a fiducial, so that no other fiducial can be seen
at the same time, and is pivoted around this fiducial. The fiducial is segmented in each
image and its position is added to a list of 2D points, which is in turn used to reconstruct
the 3D position of the fiducial, as described above. This process is repeated for all other
fiducials.

4.2.2 Point Matching and Registration
After the reconstruction of all 3D points from the 2D points of their associated lists,
they need to be matched with the points segmented in the CT data set. Therefore, the
correct point correspondences need to be identified and the transformation from the CT
coordinate frame into the world coordinate frame, where the patient is registered in, needs
to be computed. This is done by a distance-weighted graph matching approach along with
a point based registration algorithm.

The graph matching algorithm in use is adapted from the work of Gold and Ran-
garajan, who combine the concepts of softassign, graduated nonconvexity, and sparsity
[57]. Here, the reconstructed 3D points are matched to the segmented 3D points from
CT, each represented as nodes in one of two graphs. The number of nodes is A and I,
respectively. In each graph, all nodes are connected to each other by edges, which are
weighted by the normalized Euclidean distances between the 3D points corresponding to
the nodes. In this way, two symmetric adjacency matrices G and g (with elements Gab

and gij, respectively, and dimensions A and I, respectively) can be generated with the
normalized Euclidean distances as their elements. The graduated assignment algorithm
uses these matrices to find the best matching nodes. The matching nodes are stored in
the match matrix M , a square permutation matrix holding zeros and ones, whose rows
and columns add up to one.

A major advantage of the algorithm is that a node in one graph can match to at
most one node in the other graph, meaning even if wrong or additional 3D points were
reconstructed or segmented before, the algorithm would still be capable of filtering these
out by just not assigning a corresponding node. This is achieved by extending M with
an extra row and column containing so-called slack variables [57]. This extended matrix
M̂ is of dimension (A+ 1, I + 1), where one of its elements M̂ai describes the probability
that a node a from one graph corresponds to node i from the other graph. An overview
of the algorithm is provided below (see algorithm 1).

Finally, using the corresponding point lists, a point based registration algorithm (see
section 4.1.3.2) is applied to register the patient’s CT volume in the same coordinate frame
as the patient. An alternative approach for the computation of this final registration,
which considers noise in 2D as well as in 3D data, was introduced by Nicolau et al. [132].
Based on radio-opaque fiducials, they propose an extended 3D/2D criterion to register
a 3D model generated from preoperative CT data to the patient for augmented reality
guided radio frequency ablation.
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Algorithm 1: The graduated assignment algorithm of Gold and Rangarajan [57].
Initialization: β = 0.5, βf = 10.0, βr = 1.075, IBmax = 4, ICmax = 30, εB = 0.5,
εC = 0.05, M̂ai = 1 + εC
repeat (Loop A)

IB ← 0
repeat (Loop B)

IC ← 0
for a← 1 to A do

for i← 1 to I do
MB

ai ←Mai

Qai ←
A∑
b=1

I∑
j=1

MbjCaibj, where

Caibj =
{

0 if Gab = 0 or gij = 0
1− 3 ‖Gab − gij‖ otherwise

Mai ← exp(βQai)

repeat (Loop C)
for a← 1 to A+ 1 do

for i← 1 to I + 1 do
M̂C

ai ← M̂ai

M̂ai ← M̂ai
I+1∑
i=1

M̂ai

(Row Normalization)

M̂ai ← M̂ai
A+1∑
a=1

M̂ai

(Column Normalization)

IC ← IC + 1
until IC > ICmax or

A∑
a=1

I∑
i=1

∥∥∥M̂C
ai − M̂ai

∥∥∥ < εC

IB ← IB + 1
until IB > IBmax or

A∑
a=1

I∑
i=1

∥∥∥MB
ai −Mai

∥∥∥ < εB

β ← βrβ
until β ≥ βf

Cleanup Heuristic: Set one element in each column of M̂ to 1, all other elements
to 0
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4.3 Hybrid Tracking
Several tracking approaches are fused to achieve a more reliable and stable determination
of the position and orientation of the flexible tip of the ultrasound transducer. The two-
sensor-one-body-concept described in section 4.3.1 allows to determine electromagnetic
field distortions to warn the surgical staff. To also correct erroneous measurements of
the flexible transducer tip, the measurements can be constrained to lie on one of the
poses described by the mathematical model of the transducer tip introduced in section
4.1.4.3. Furthermore, it can be supposed that the projection of the electromagnetically
tracked axis of the ultrasound tip has to exactly match the axis as seen in the laparoscope
image (4.3.2). Fusing all this information, an improved superimposition accuracy can be
obtained.

4.3.1 Electromagnetic Distortion Estimation
Intraoperatively, every measured pose of the rigid sensor of the ultrasound transducer
is transformed applying equation 4.58 and its corresponding error δ is determined using
equation 4.59. If the error is bigger than the previously computed distrust level δmax,
the surgical staff is automatically warned. Such errors are often caused by dynamic or
static field distortions. Whenever the occurrence of an error is determined, it is visualized
by drawing a red frame around the ultrasound plane that is augmented on the camera
image. Otherwise the frame is drawn in green. Additionally, as the flexible sensor is in
close proximity to the rigid one, its measurements will be most likely affected by field
distortions as well.

Simple Error Correction In order to approximate a correction of erroneous mea-
surements of the flexible sensor, a simple approach is to multiply/add the rota-
tional/translational part of the deviation between the previously hand-eye calibrated
(“calib”) and the measured (“meas”) transformation of the rigid sensor to the measured
flexible sensor transformation, all relatively to the fixed optical tracking (OT, world)
reference frame:

OTRFlexS(corr) = OTRRigidS(meas)
T · OTRRigidS(calib) · OTRFlexS(meas) (4.72)

OT tFlexS(corr) = −OT tRigidS(meas) + OT tRigidS(calib) + OT tFlexS(meas) (4.73)

An attempt to correct the error is optional and can be performed only e.g. when
the distortion detection was successful. Activated error correction can be visualized by
drawing a yellow frame around the ultrasound superimposition.

Model Based Error Correction Especially dynamic field distortions, e.g. caused
by moving instruments close to the sensors, are very difficult to reproduce and often
distort the electromagnetic field at the rigid sensor in a completely different direction and
magnitude than at the flexible sensor, even though they are placed close to each other.

65



Methods

Therefore, also the mathematical model describing the flexible tip of the ultrasound
transducer can be used (cf. 4.1.4.3) to improve the correction method. This can be done by
mapping erroneous measurements of the flexible sensor onto the “hemisphere” of possible
sensor movements relatively to the rigid optical tracking body, which is attached to the
transducer shaft and not influenced by electromagnetic field distortions. Therefore, only
the hand-eye calibrated transformation RigBTRigS and the tip model parameters (com-
pare section 4.1.4.3) are needed, when optimizing ψ and φ by the Levenberg-Marquardt
algorithm.

4.3.2 Image Based Transducer Tip Tracking
As the intrinsic and extrinsic camera parameters of the laparoscope and hence the spatial
location of the image plane are known, another approach to improve the tracking accuracy
of the flexible transducer tip is to automatically localize the tip in the images of the
laparoscope camera and adjust the superimposition of the B-scan plan accordingly. A
correction transformation can be calculated, which can further improve the results of the
model based error correction method, especially to correct errors introduced by calibration
inaccuracies. As for above methods to correct tracking errors, this approach also provides
additional information, which is entirely optional and can be made available upon request
of the surgeon.

It must be noted that the utilized segmentation techniques based on simple edge
detection are by far not as sophisticated as other methods described in the literature
[30, 36, 98, 109] and will very likely fail in the operating room. However, the presented
method is only a proof of concept and will be further addressed in future work to make it
more robust and to also include additional features such as the determination of the end
of the transducer tip.

Line Detection To find the 2D image coordinates of the transducer tip axis, OpenCV
is utilized to automatically segment the transducer tip axis in the undistorted laparoscope
images. First, the Canny algorithm [24] is applied to provide a binary image of edges,
which is fed into a Hough transform to give a set of lines in the camera image. For each
line, its end points are obtained.

To find the two lines corresponding to the two edges of the transducer tip, the whole
set of segmented lines is first back-projected into 3D space, i.e. each end point xC given
in image coordinates (pixels) gets back-projected to XC given in camera coordinates
(millimeters).

XC =

 XC

YC
ZC

 =

 XC

YC
1

 = K−1
[
xC
1

]
(4.74)

Together with the camera center, each line represented by its two end points XC1 and
XC2 forms a plane, which can be defined by its normal n = XC1 ×XC2, scaled to unit
length.

All planes are now compared to the measurements of the transducer tip axis (which
is defined by bFlexS and dFlexS), acquired by electromagnetic tracking and transformed
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Figure 4.15: Back-projection of a segmented line and its comparison to the transducer tip
axis.

into camera coordinates (after applying the model based distortion correction method
proposed in the previous section):

bC = CTFlexSbFlexS

dC = CTFlexSdFlexS
(4.75)

where CTFlexS = CTL
LTW

WTTransB
TransBTEMT

EMTTFlexS.
An angle α between the measured transducer tip axis and each plane can be determined

by
α = arcsin(n · dC) (4.76)

The distance d between the base point of the measured transducer tip axis and the plane
is described by

d = n · bC (4.77)

Depending on whether d is positive, negative, or zero, the base point bC of the measured
transducer tip axis will be above (on the half-space, the normal is pointing to), beneath,
or on the plane.

For each line, |α| and |d| are compared to a certain threshold, e.g. αthresh = 5 (degrees)
and dthresh = 30 (millimeters). If both parameters are below the corresponding threshold,
it can be assumed that the current line corresponds to an edge on the transducer tip.
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Correction Transformation Iterating over all lines belonging to a transducer tip edge,
the minimum and maximum distances dmin and dmax between the base point of the mea-
sured transducer tip axis and the plane described by the back-projection of a line are
stored. Ideally, the difference between previously computed maximum and minimum dis-
tances |dmax − dmin| needs to be equal to the diameter of the ultrasound transducer tip,
which is 10 millimeters. If this difference stays within certain limits, say 10±2 mm, it can
be assumed with high probability, that lines were extracted, which belong to both edges of
the transducer. These i = 1 . . . n lines are included into any further computations, along
with the mean plane normal n̄ =

∑n

i=1 ni

‖∑n

i=1 ni‖
and the mean angle ᾱ =

∑n

i=1 αi
n

between
transducer tip axis and plane.

The distance dest between segmented transducer axis and electromagnetically mea-
sured transducer axis can be estimated as the average of the minimum and maximum
distances dest = 0.5(dmax + dmin).

When translating the measured transducer tip axis along the mean plane normal n̄
by the estimated distance dest, the axis origin will be in the middle of the segmented
transducer tip. Next, the tip axis needs to be rotated into the plane. Since the rotation
axis r has to be orthogonal to the plane normal as well as to the measured tip axis
direction, it can be computed as r = n̄ × dC . Together with the mean angle ᾱ between
measured tip axis and plane, a homogeneous correction transformation can be estimated.
This transformation maps the electromagnetically measured tip axis to a pose, from where
it can be projected onto the image plane in such a way that it is exactly aligned with the
segmented axis of the transducer tip.

4.4 Augmented Reality Visualization
In order to provide a medical augmented reality solution for various applications including
laparoscope augmentation, the CAMPAR framework was jointly developed within our
department over the past three years [161]. While guaranteeing intraoperability between
different hardware components, it at the same time provides reliable data synchronization
and visualization usable and suitable to the operating room.

4.4.1 Reliable Synchronization
An augmented reality visualization is not possible without certain hardware components
such as tracking systems or imaging devices, which usually have unsynchronized clocks
running at different speeds. As already introduced in section 2.2.2.4, a lack of synchro-
nization of tracking systems and imaging devices can be a major cause of superimposition
errors [68] – the point of time of data acquisition is at least as important as the corre-
sponding value of the data. The CAMPAR framework is able to provide a synchronization
mechanism between all components and can also check in real time, whether the visualiza-
tion system currently provides the desired synchronization accuracy. Its synchronization
technique is based on the network time protocol (NTP) and is integrated into the system
core.
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The software collects all input data and marks them with a time stamp of the point in
time, when the data was measured. This should not be mistaken with the point in time
when the data arrived at the visualization system. Even if certain hardware components
neither provide time information nor hardware triggering, an accurate synchronization is
still possible by generating own time stamps and utilizing temporal calibration algorithms
(cf. section 4.1.4.2) to estimate the travel time from data generation to data arrival at
CAMPAR.

In this way, time lags between different components are eliminated as error sources
and only data from the same point of time is visualized, which can be also very helpful
for hybrid or redundant tracking methods such as magneto-optic tracking.

It is important to note that this synchronization is not a compromise that slows down
the system. Since the software is aware of all components and thus of the component
with the slowest update rate, it can use this information to update the visualization at
the earliest possible point of time, when all essential data are available.

Monitoring and control of the data flow of all components is possible at run time
providing a temporal accuracy of below a millisecond, as a high precision timer has been
integrated [134]. Even if some software or hardware components are distributed to several
remote PCs, the augmented reality architecture allows to keep track of time offsets with
an accuracy in the magnitude of one to just a few milliseconds (This lower precision
is mainly caused by the variable network lag and can be kept low in a dedicated local
area network connecting only hardware components required for the augmented reality
system). Therefore, every remote PC serves as NTP server8, so CAMPAR can regularly
update its local time offsets to all remote PCs.

4.4.2 Usability
As for every image-guided surgery system, its general aim should be to support the sur-
gical team to concentrate on their actual work, while still taking advantage of the latest
imaging and navigation components. This design goal always has to be kept in mind
during development of a software framework for augmented reality visualization. The
visualization of complex intraoperative imaging data has to be easy to use and must be
adapted to the needs of the physicians, for instance to be switched on and off easily
during surgery, as it will typically not be needed longer than just a few minutes during
complicated situations. Visualization modes can be limited to only comprise a low set
of selectable states, so sterilizable interaction devices such as touch screens or switchable
input devices can be utilized for the augmented reality visualization.

Visualization Only visualization algorithms have been selected that do not need much
manual interaction by physicians. Common visualization paradigms such as orthogonal
slices, arbitrary 3D slices, volume rendering, and instrument based navigation provide an
intuitive start to any new system, since they are well known among surgeons and do not

8It is advisable to use an open source NTP implementation, as e.g. available for Windows from MEIN-
BERG Funkuhren GmbH & Co. KG, Bad Pyrmont, Germany (http://www.meinberg.de/english/sw/
ntp.htm), to properly configure the NTP server.
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require prior segmentation by a physician. For example, using the Cg shader language9,
3D volumes acquired by CT or a mobile C-arm can be directly rendered in real time as
view-aligned 3D textures and augmented directly on the automatically undistorted live
laparoscope images. This direct visualization technique does not require much interac-
tion time, since time-consuming segmentation, as it would be needed for surface-based
rendering, can be completely avoided. It is also possible to virtually zoom in or out the
laparoscope image, with its superimposition enabled or disabled (see figure 4.16). To
visualize certain tissues or anatomy only, default transfer functions can be loaded, for
instance tailored to contrasted vessels. These can still be fine-tuned by interactively as-
signing specific colors and opacities to the rendered textures, provided by a graphical
transfer function editor.

(a) Volume rendered overlay. (b) Virtually zoomed overlay. (c) Virtual zoom with an overlay
only around the laparoscope im-
age.

Figure 4.16: Superimposition of CT data onto the laparoscope view of a human cadaver.

System Lag and Frame Rate As stated by Ware and Balakrishnan [190], system lag
and frame rate can greatly influence the task performance. The system lag of CAMPAR
is below 100 milliseconds with a frame rate restricted to the slowest system component,
which is in the case of analog laparoscope cameras 25 Hz for PAL and 30 Hz for NTSC
images, respectively. Psychological research suggests that this speed offers an efficient
interaction with a visualization system.

4.4.3 Interoperability
The environment of an advanced visualization system must be borne in mind, i.e. it must
be usable in the operating room and not be yet another system with some functionality.
For a smooth integration into the operating room and intuitive usability for the surgical
team, the system must interact with other (imaging and computer aided) systems in the
operating room and access their data and functionality. Current operating room hardware
does not have a common standardized user interface. A unified user interface with a
single visualization system per operating room but not per imaging or navigation device

9http://developer.nvidia.com/object/cg_toolkit.html
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should be desired. This ideal visualization system should have access to all computerized
procedures in the operating room and provide a single user interface to the surgeon instead
of a display and a user interface for each piece of hardware. Therefore, the CAMPAR
framework is designed to operate with differing hardware. This means, that imaging
standards such as DICOM or networking standards such as TCP/UDP, but also special
data handling routines are integrated. This is also one of the goals of the DICOMWorking
Group 24, which aims to develop DICOM objects and services related to image-guided
surgery [93].

As important as abiding by standards is an abstract programming interface for similar
hardware, e.g. for the tracking systems provided by A.R.T., NDI, and Ascension Tech-
nology Corporation. CAMPAR allows for interaction with similar hardware of different
vendors in exactly the same way by introducing abstractions of the provided data such
as pose information from tracking systems. This idea appears to be obvious; however the
existing solutions in the operating room do not usually support this kind of collaboration.
Only research frameworks such as the open source toolkits IGSTK [28] and MITK [201]
mostly incorporate such interfaces.

The data synchronization routines for data from different computers offer a smooth
collaboration without changing or opening devices in the operating room. The open
design of the software framework uses standard programming interfaces like OpenGL,
OpenInventor, Cg, DICOM, and NTP. This offers compatibility to common and stable
libraries.

4.4.4 Implementation
The CAMPAR framework is implemented in C++ to fulfill its high real-time requirements
and possibility to address hardware as directly as possible while keeping a clear object-
oriented design. To guarantee a high visualization quality and performance, the core of
the graphics routines is based on OpenGL, a reliable and stable industry standard for
computer graphics. Also OpenGL based scene graph engines such as OpenInventor can
be used. To further speed up the visualization of huge medical imaging data, for instance
during direct volume rendering, the processing unit of the graphic card (GPU) is utilized
by the integration of shader languages such as Cg.

The most common format for all kinds of medical imaging data is DICOM, which can
be easily processed within the framework via the gdcm library. OpenGLUT or Qt can be
chosen as the graphical user interface (and even be exchanged by just modifying a single
line in the configuration file). All external libraries can be downloaded and used for free
for non-commercial purposes.

4.4.5 Flexibility
The concept of the software framework proved to be a strong base for projects aiming at
the operating room. Various applications, demonstrations, and evaluations based on the
framework have been presented to the scientific community, both for monoscopic visual-
ization in laparoscopy [47, 48, 129] and molecular imaging [195, 196] and for stereoscopic
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visualization in trauma surgery, based on head mounted displays [160, 172, 174]. Its ma-
turity could be shown in two cadaver studies [173], ex vivo studies [46, 194], as well as in
vivo animal experiments [45].
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CHAPTER

FIVE

EXPERIMENTS AND EVALUATION

In order to evaluate the augmented reality visualization for laparoscopic surgery, vari-
ous offline, phantom, ex vivo, and in vivo experiments have been performed in close

collaboration with surgeons. The main focus of all studies was on usability and especially
accuracy.

Many factors play a role regarding the usability of an image-guided surgery system, for
example its integration into the surgical workflow (including sterilization issues, differences
to conventional procedures in terms of time and complexity), patient outcome, costs, or
accuracy. One must be aware that accuracy requirements very much depend on the
type of application. While, for instance, port placement only requires an accuracy of
about two centimeters, liver resection requires a more stringent accuracy between five
and ten millimeters for a fine preparation or achievement of secure resection margins or
an identification of vessels.

5.1 Port Placement
The first iteration of experiments was solely dedicated to port placement. As shown
by offline studies conducted with four surgeons on preoperative data, port placement
may be performed more confidently and accurately by a visualization aid. To evaluate
the accuracy of this visualization aid, preoperative imaging data was overlaid on the
laparoscope video on both a rigid phantom and later on in in vivo studies to analyze the
influence of deformations of the anatomy between CT acquisition and surgery.

5.1.1 Offline Studies
To evaluate the necessity of precise port placement planning, offline experiments on hu-
man and porcine CT data were conducted. For the human data set a typical venous CT
data set was chosen, for the porcine data set one of two data sets acquired for in vivo
experiments was chosen (cf. sections 5.1.3 and 5.2.3). Four surgeons, who are all expe-
rienced in laparoscopic surgery, were asked to place four typical ports for liver resection
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(one laparoscope and three instrument ports), based on two different visualization modes,
which were shown consecutively.

In the first mode (cf. left images of figures 5.1a and 5.1b), only orthogonal 2D slices
and a 3D view of the skin were shown to the surgeons to simulate their conventional way
of placing ports (except for palpation). In the second mode (cf. right images of figures 5.1a
and 5.1b), the skin was made transparent, so the surgeons were able to see the abdominal
interior, based on previously described volume rendering techniques (cf. section 4.4). To
independently place a set of four ports in each data set (represented by colored spheres),
the surgeons simply had to click inside the 3D view.

(a) Human CT data set. (b) Porcine CT data set.

Figure 5.1: Offline port placement experiments. The four ports were chosen using two
different visualization modes (opaque, transparent). All views are from the same perspec-
tive.

The Euclidean 3D distances between corresponding ports chosen with the first and the
second visualization method were calculated. For the patient data set, distances between
6.57 mm and 66.20 mm were computed with an RMS of 40.42 mm and a standard deviation
(SD) of 17.59 mm. For the pig, the distances were between 6.38 mm and 48.74 mm with
an RMS of 22.28 mm and an SD of 11.07 mm. Although the distances of corresponding
ports in the porcine data set seem to be much smaller, for a direct comparison they would
need to be scaled, as the pig was relatively young (3-6 months, 16-20 kg), while the patient
was adult.

Interpreting these numbers, it can be confirmed that, in comparison to the standard
port placement technique, a visualization aid considering individual patient anatomy sig-
nificantly altered port placement both in human and animal data sets. All surgeons
agreed that the presented visualization method supports the surgical procedure and port
placement accuracy.

5.1.2 Accuracy Evaluation on Rigid Phantoms
To evaluate the accuracy of hand-eye calibration and augmented reality visualization,
very first experiments were performed on rigid phantom data.
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It must be noted that the accuracy evaluation performed here was done in a very
early stage of the dissertation work. At this point of time, both synchronization as well as
tracking methods were very rudimentary. For instance, only two tracking cameras were
used and only a wooden block was used as optical tracking body with rather old markers
and a suboptimal marker configuration (cf. figure 5.3). This introduced additional errors,
which could be avoided in later iterations on accuracy evaluation.

5.1.2.1 Hand-eye Calibration

Initially, both implemented hand-eye calibration algorithms (i.e. based on the works of
Tsai/Lenz and Daniilidis, respectively) were evaluated. Therefore, the intrinsic and extrin-
sic parameters of the laparoscope camera were computed from 32 frames, each acquired
at a different station within the optical tracking volume. To estimate the performance
of hand-eye calibration relative to the number of stations, n = 3 . . . 32 stations and the
corresponding M = 3 . . . 496 (remember that M = n(n − 1)/2) unidirectional motions
between them were used to compute the hand-eye formulation AX = XB, i.e. in this
specific case the transformation from the laparoscope body to the camera frame CTL.
This means that 29 different matrices for CTL were computed.

To validate these matrices, the positions of nine retroreflective spherical markers were
reconstructed from six laparoscopic images using the algorithm described in section 4.2.
These reconstructions were compared to the “ground truth” measurements of the 3D
positions of the nine markers provided by the optical tracking system. The average
distance of the reconstructed points to the measurements of the tracking system was
computed for each of the 29 transformation matrices. As visualized in figure 5.2, the best
reconstruction results with errors between 1.4 and 2 millimeters were achieved, when 10 to
25 stations were used for hand-eye calibration, which also means for camera calibration
that images and tracking data from at least 10 different laparoscope poses should be
acquired. No significant difference in the performance of the two evaluated hand-eye
calibration methods was observed.

5.1.2.2 Laparoscope Augmentation

To determine the augmentation error during port placement in a rigid environment, 13
CT visible spherical fiducials with a diameter of four millimeters (CT-SPOTS®, Beekley
Corporation, Bristol, CT, USA)1 were attached to a plastic thorax phantom containing a
heart model (The Chamberlain Group, Great Barrington, MA, USA)2. After a CT scan
and segmentation of all fiducials, the phantom was placed arbitrarily. The 3D positions of
four fiducials were reconstructed automatically by moving the tracked laparoscope around
them, using three to four images from differing poses for each fiducial. The other nine
fiducials were just used later for validating the augmentation from many different viewing
directions, so in practice they are not needed. Next, the CT-to-tracking transformation
of the four fiducials was computed.

1http://www.beekley.com/
2http://www.thecgroup.com/
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Figure 5.2: Average reconstruction error for retroreflective markers depending on the
hand-eye calibration method and number of poses

Figure 5.3: Very first evaluation of the port placement accuracy on a static phantom.
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Having the sensor-to-camera and CT-to-tracking transformations as well as intrinsic
camera parameters and distortion coefficients, the laparoscopic images can be undistorted
and the CT volume can be augmented on the images. To verify the augmentation, the
distances of all 13 fiducials from the real images to a semi-transparent augmentation in an
orthogonal view were measured in pixels and scaled to millimeters. A scaling is possible,
since the real diameter of a fiducial is known in millimeters. An RMS error of 2.97 mm
could be assessed (with an SD of 1.43 mm). This is fully sufficient for a precise port
placement, where an accuracy in the range of two centimeters is required. The proposed
3D reconstruction method was also compared to a pointer based approach. Therefore, a
calibrated pointing device tracked by the optical tracking system was used to record the
positions of the four fiducials. Again, the CT-to-tracking transformation was computed
and used for the augmentation. With this method, an RMS error of 3.36 mm was achieved
(with an SD of 1.11 mm), i.e. the reconstruction based method performs at least as good
as the pointer based one. The comparison of augmentation errors is visualized in figure
5.4.
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Figure 5.4: The augmentation error for all 13 fiducials measured directly in the video.

A port placement application was integrated into the CAMPAR framework offering
three visualization modes, as displayed on figure 5.5. In the first mode, the undistorted real
laparoscopic image is displayed. The second mode additionally augments the volume on
the phantom in a half-transparent mode, so the accuracy of the overlay can be visually and
qualitatively verified by the surgeon. In a third purely virtual mode the surgeon can switch
the laparoscope optics from 30 degrees to 0 degrees and move the camera in and out the
volume along the laparoscope shaft axis to validate a possible port. The superimposition
of a 512×512×444 CT volume, undistortion of the 640×480 camera frames, and a final
visualization at a resolution of 800×600 pixels was achieved in real time.
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(a) Real (b) Augmented (c) Virtual

Figure 5.5: Visualization modes for the same laparoscope pose: (a): Real camera image,
(b): Transparent augmented view outlining fiducials, ribs, and heart (the virtual green
contours correctly match the white fiducials in the video image), (c): Purely virtual view,
which can be used for port placement to move the camera in and out

5.1.3 In Vivo Porcine Studies
To evaluate the port placement method in a more realistic setup, a series of in vivo
experiments was performed in a special animal operating room of our clinical partners.
First, the system was evaluated for port placement planning based on preoperative CT
data. Later on (see section 5.2.3), liver resection planning based on cone-beam CT data
was evaluated.

Two live pigs of 16-20 kg were anesthetized by injections given in the auricular veins
on the dorsal surface of the ears. Spherical fiducials were adhered to each pig’s skin
using DERMABOND adhesive (Ethicon GmbH, Norderstedt, Germany)3 to ensure their
fixation during transportation of the pig between animal operating room and CT scanner.
The fiducials were positioned on the abdominal wall in areas such that they are not moving
too excessively during breathing. The pig was carried to the radiology department, where
50 ml contrast agent (SOLUTRAST® 300) was administered at a flow of 3 ml/s. CT data
was acquired in both arterial and venous phases. Four fiducials were segmented in the
venous CT data set. Back in the animal operating room, the pig was connected to an
artificial respiration system to keep its breathing constant. The pig’s vena jugularis was
cannulated, so that it could be used for future contrast injections during cone-beam CT
acquisition.

The tracked laparoscope was moved around the fiducials to reconstruct their 3D posi-
tions, which took approximately two minutes. Matching them automatically to the four
fiducials previously segmented in CT, the pig could be registered to its venous CT data
set. The CT data set was augmented directly on the laparoscope by means of direct
volume rendering. Since the pig was placed in a different position than during the acqui-
sition of the CT, the fiducials were displaced to a certain extent. Using four fiducials for
registration, an RMS error of 11.05 mm, a maximum error of 17.11 mm, and an SD of 4.03
mm were calculated, which complies with previous reports on port placement accuracy
of Falk et al. [43]. Even though, due to the large displacement of the subject between

3http://www.ethicon.de/
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Figure 5.6: In vivo studies. The tracked laparoscope defines the viewing direction of the
virtual visualization along the instrument axis for port placement planning.

preoperative and intraoperative imaging, the CT data set can not be used directly for a
precise intraoperative augmentation during resection planning, it still fulfills the rather
low accuracy requirements of port placement (about two centimeters). Switching to a
co-registered virtual visualization with 0◦ optics (cf. figure 5.7), the bones and all con-
trasted sections such as aorta, kidneys, and hepatic veins were visualized in respect to
the instrument axis.

All ports were planned successfully and the trocars could be placed appropriately,
as confirmed by the two participating surgeons, who were interviewed on the advantages
and disadvantages of the augmented reality visualization system. Both surgeons confirmed
that the augmentation for port planning is integrated smoothly into the surgical workflow
and gives valuable as well as sufficiently accurate information on trocar port placement.

5.2 C-Arm Based Vessel Visualization
Analogously to the port placement studies, the evaluation of superimposing intraoperative
C-arm data on the laparoscopic view was also first performed on rigid phantoms and later
on complemented by ex vivo and in vivo studies.

5.2.1 Accuracy Evaluation on Rigid Phantoms
To evaluate the overall accuracy of the presented registration-free system in a rigid envi-
ronment, two types of experiments were performed on non-deformable phantoms. First,
the navigation accuracy with a tracked pointer was assessed, second, the augmentation
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Figure 5.7: Virtual visualization for port placement during in vivo experiments, which
enables the surgeon to see important anatomy – annotations added manually (Note that
these are static frames of dynamic video sequences, which provide better perception of
anatomical structure to the surgeons).
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accuracy when overlaying C-arm reconstructed volumes on the images of the tracked
laparoscope was estimated.

5.2.1.1 Navigation Error

To determine the obtainable navigation accuracy with the registration-free system, a cubic
evaluation phantom developed by Ritter et al. was used, which contains cylindrical bore
holes of varying depth [144], as shown in figure 5.8. The phantom was adhered to the
operating table with double-sided adhesive tape. Then the varying depth of 20 bore holes
was measured in terms of the 3D position of the pointer tip in the world coordinate frame
of the optical tracking system. The bottom of all bore holes could be entirely reached,
as the pointer has a sharp tip. The measured tip coordinates were transformed into the
volume coordinate system by ITF

FTW
WTP .

Figure 5.8: Cubic evaluation phantom containing cylindrical bore holes of varying depth.

Now each of the 20 bore holes was filled with a single BB of radius r = 1.5 mm.
Afterwards, a volume was reconstructed, wherein the centroids of the BBs were extracted
automatically by a hybrid segmentation algorithm based on thresholding, region growing,
the shape of the BBs, and weighing of voxel intensities. The segmented coordinates of all
BBs were compared to the measured coordinates.

Since the bore holes have an inclination α of 56◦, the distance from a BB centroid to
the end of the bore hole equals r/ cosα. This distance offset needs to be applied to all
segmented centroids to be theoretically aligned with the tip of the pointer.

The overall Euclidean RMS error between the measured and segmented coordinates of
BB centroids was 1.10 mm, which confirms previous results of Ritter et al. [144]. A second
experiment after a complete system recalibration using BBs of 1.0 mm radius resulted in
a reproducible Euclidean RMS error of 1.05 mm.
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5.2.1.2 Augmentation Error

For the determination of the laparoscopic augmentation error, a volume of a plastic model
of a heart with three adhered spherical fiducials of 2.3 mm diameter and a curved line
marker (CT-SPOTS®, Beekley Corporation, Bristol, CT, USA) representing a vessel was
reconstructed. The laparoscope was moved around this plastic model arbitrarily. Aug-
menting the volume on the live laparoscope video, images were taken from a large number
of views covering the interventional working space. On all images the fiducials and their
augmented counterparts, visualized in a different color, are visible (cf. figure 5.9). The
absolute distance in millimeters was measured from the midpoint of a spherical fiducial
and its corresponding virtual projection. The obtained RMS error was 1.78 mm, the
maximum error 4.14 mm, and the SD 1.12 mm. This rather high error was caused by an
inappropriate configuration of the markers on the laparoscope (cf. figure 3.2a), leading
to unstable tracking, e.g. by partial or complete occlusions of the markers. This behav-
ior could be anticipated, since the calibrated camera center is located about 350 mm
away from the markers, leading to a large extrapolation displacement for small angular
or translational tracking errors of the markers.

(a) Real, undistorted laparoscope image showing
the 3 spherical fiducials and a curved line marker
on the plastic heart.

(b) Augmented laparoscope image. Volume ren-
dered are only the fiducials; the additional lines are
artifacts in the reconstructed volume.

Figure 5.9: Plastic heart used for the determination of the augmentation error.

Therefore, in a second experiment the four markers on the laparoscope body were re-
arranged, so they could be seen optimally by the tracking system in almost every possible
position (cf. figure 3.2b), following the heuristics described by West and Maurer [198] (For
a detailed description of the equations and errors involved in tracking distal tips of long
instruments and optimal marker design refer for example to recent results presented by
Fischer and Taylor [50] as well as Bauer et al. [10].). After a recalibration of the laparo-
scope, the augmentation accuracy from all positions of the laparoscope was significantly
improved. The RMS error was decreased to only 0.81 mm, the maximum error to 1.38
mm, and the SD to 0.44 mm.

During surgery however the full flexibility of the laparoscope is required to change
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viewing directions, i.e. the laparoscope shaft shall be able to be freely rotated against
the camera head. Hence two new marker targets were designed and attached to the
laparoscope (cf. figure 3.2c). After re-calibration (including an additional calibration of
the oblique scope – see section 4.1.1.3), the augmentation accuracy when rotating the
laparoscope head was determined. The RMS error was 1.58 mm, the maximum error 2.81
mm, and the SD 0.74 mm.

5.2.2 Ex Vivo Perfusion Studies
The second series of experiments for C-arm based image superimposition was conducted
on a freshly harvested whole porcine liver and a defrosted whole ovine kidney. In both
cases, the organ was placed in a perfusion box (Pulsating Organ Perfusion Trainer, OP-
TIMIST Handelsges.m.b.H., Bregenz, Austria)4. Our collaborating surgeons catheterized
the portal vein of the liver and the renal artery of the kidney, respectively. Then the
iodinated nonionic contrast agent SOLUTRAST® 300 was administered into the organ.
It was diluted in normal saline and conveyed into the organ by the pump of the perfusion
system. A C-arm acquisition was started immediately and a 3D volume of the organ was
reconstructed. In another experiment, the pure contrast agent was directly injected.

(a) Augmented porcine liver. The speckled areas
are reconstruction artifacts caused by a high con-
centration of contrast agent.

(b) Augmented ovine kidney. The big spot is the
plug of the perfusion system, which apparently has
a similar Hounsfield unit like the contrast agent.

Figure 5.10: Ex vivo vessel augmentation.

The contrasted part was clearly visible in the reconstructed volume for both cases,
directly as well as via the perfusion system. The vessels were directly augmented on the
laparoscope view by volume rendering utilizing pre-defined transfer functions in such a
way that only voxel intensities of the contrast agent are rendered. The vessels could be
accurately overlaid for most laparoscope positions, as one can see in figure 5.10b in the
case of the kidney, where the real and virtual catheters appear to perfectly overlap. In

4http://www.optimist.at/
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the case of the porcine liver, only the vessels of one lobe could be contrasted partially, as
some liver vessels were accidentally cut at the abattoir while harvesting.

Although in general more vessels could be visualized for the direct administration of
contrast agent, artifacts appeared during the 3D volume reconstruction due to the high
concentration. Further studies have to be conducted to find an optimal contrast agent
concentration for an artifact-free reconstruction and a clear visualization of all relevant
vessels.

5.2.3 In Vivo Porcine Studies
Motivated by the positive results of the ex vivo studies, the augmented reality visualiza-
tion system was tested in vivo. This is the first time that a system capable of augmenting
intraoperative cone-beam CT data on the laparoscope view was tested on animals. As
described in section 5.1.3, two pigs were anesthetized and their vena jugularis was cannu-
lated for contrast injections during cone-beam CT acquisition.

Figure 5.11: In vivo porcine studies for cone-beam CT superimposition.

As the previous accuracy evaluation on the rigid phantom already gave good results,
one focus of these studies was to analyze any deviations from the correct augmentation
caused by deformations of the liver due to breathing. Additionally, the feasibility of
contrast enhanced C-arm reconstructions for laparoscope augmentation was evaluated in
terms of timing and protocol of contrast agent administration as well as volume rendering
capabilities of intraoperatively contrasted and reconstructed liver vessels.

After insufflation of CO2, two spherical fiducials of 4 mm diameter were glued to the
surface of the liver using a fibrin pad, as shown on figure 5.12a. The artificial respiration
system was temporarily turned off in exhalation. While injecting about 130 ml of contrast
agent into the vena jugularis (and the auricular vein for the second pig, respectively), 100
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orbiting C-arm projections were acquired consecutively within 32 seconds. A volume was
reconstructed and transferred to the navigation workstation. As plastic trocars were used
and all instruments were removed for the scan, reconstruction artifacts could be largely
avoided. Since laparoscope and C-arm are both co-registered in the tracking coordinate
system, the transferred volume could be immediately augmented on the laparoscopic view.

(a) Fibrin pad wrapped around a
fiducial, which is glued to the liver
surface.

(b) Intrinsically registered aug-
mented fiducials as seen during
exhalation.

(c) Displaced fiducials as seen
during inhalation.

Figure 5.12: Fiducials adhered to the liver surface – black ellipses added manually to
outline the current (actual) fiducial positions.

First, the movement of the liver caused by breathing was analyzed in the permanently
augmented laparoscope images. As visualized on figures 5.12b and 5.12c, a deformation of
about 1 cm could be confirmed between exhalation and inhalation, as found previously by
Herline et al. [66]. Also the expiration and inspiration plateaus were reproducible within
approximately 1 mm, as stated by Balter et al. and Wong et al. [8, 202]. Consequently, the
final augmentation error can be approximated to be between 2 mm (during expiration)
and 12 mm (during inspiration), depending on the current respiratory phase.

Next, the contrasted hepatic veins were augmented on the surface of the liver to plan
the resection, using an appropriate transfer function for direct volume rendering (cf. figure
5.13). After successful planning, the visualization was switched off and the surgeon started
the resection.

Finally, the two participating surgeons were interviewed on the assets and drawbacks
of the augmented reality visualization system. Both surgeons agreed on the successful
validation of the visualization in an in vivo model. Since the contrast in the peripheral
hepatic veins was too low, for the augmentation during liver resection planning only the
major vessels could be visualized. Therefore, the timing and protocol of contrast agent
administration needs to be further improved. Furthermore the amount of contrast agent
needs to be reduced to a maximum of 50 ml, which is the default dose for a human patient.
As this was one of the first experiments with intraoperative cone beam reconstruction of
contrasted liver, these problems were expected.

The surgeons did not ask for the synchronization of the pig’s respiration and pulse to
the laparoscopic augmentation. Knowing that the augmentation is correct only at expira-
tion, both surgeons claimed not to be distracted by the continuous augmentation during
breathing, even without additional fiducials showing the augmentation offset. They were
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Figure 5.13: In vivo augmentation of contrasted hepatic veins and aorta as well as ribs
and spine on the laparoscope – annotations added manually (Again note that these are
static frames of dynamic video sequences, which provide better perception of anatomical
structure to the surgeons, who are used to look at 2D laparoscopic projections during the
operation).

satisfied with the current augmented visualization, which could allow them to perform
appropriate intraoperative resection planning. The surgeons however asked for intraop-
erative segmentation of the contrasted vessels so that the system can provide them with
the exact (metric) positioning of tracked instruments relative to the vascular structure at
expiration.

5.3 Ultrasound Visualization
While the augmented reality visualization approaches based on preoperative and intraop-
erative (cone-beam) CT were already successfully validated in vivo, the ultrasound visu-
alization is ongoing research, which is currently evaluated in a laboratory setup, where a
precisely defined working environment can be guaranteed, which is important to ensure
no or repeatable electromagnetic field distortions and a specified working volume. For
all experiments, the electromagnetic tracking measurements were acquired in a restricted
volume of 20–36 cm for x, and ±15 cm for y and z, to avoid too many outliers due to
lower field excitation.

Two sensors of 1.3 mm diameter were used for tracking the ultrasound transducer,
and an additional one for calibrating the transducer axis.

5.3.1 Ultrasound Calibration Error
After acquiring 40 flexible sensor poses and their corresponding lines that were automat-
ically detected in the B-scan images, the ultrasound calibration matrix was computed
using the Levenberg-Marquardt optimizer. To determine the ultrasound calibration ac-
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curacy, a single electromagnetic sensor with tip coordinates given in the electromagnetic
tracking frame was submerged into the water bath. Its tip was segmented manually in
5 regions of the B-scan plane, which was repeated for 4 poses of the transducer differing
from the ones used during calibration. The coordinates of the pointer tip were trans-
formed into the B-scan plane coordinates and compared to the segmented tip coordinates
(scaled to millimeters). An RMS error of 1.69 mm with standard deviation of 0.51 mm
and maximum error of 2.39 mm was obtained.

5.3.2 Augmentation Error
In order to estimate the laparoscope augmentation errors automatically, an additional
optical tracking body (“flexible body”) was temporarily attached to the transducer tip
and co-calibrated to the flexible sensor by another hand-eye calibration (cf. section 4.1
and figure 3.4). One marker of the flexible body was chosen as a reference and auto-
matically segmented whenever visible in the laparoscopic video. Its center coordinates
were compared to the projection of its respective optical tracking coordinates onto the
image plane. Additionally, the corresponding electromagnetic tracking measurements as
well as their approximated corrections (calculated by the simple correction method) were
projected using the previously determined hand-eye calibration transformations.

Evaluation data was recorded using a laparoscope-to-marker distance of five to ten
centimeters, which is a typical intraoperative working distance. The current distance can
be recovered from optical tracking data and the camera calibration parameters. This
information was also used to scale pixel units to millimeters.

For each of six evaluation series, the transducer was fixed at a different pose and the
laparoscope was used to measure the projected distances from five differing poses, each
in an undistorted and a distorted environment. To distort the electromagnetic field, two
alternatives were evaluated. A metal plate was placed on the table to simulate primarily
static distortions caused for instance by an operating table. For dynamic distortions, a
steel rod of 10 mm diameter was brought close to the transducer to simulate a surgical
instrument, changing its proximity and angle to the transducer in five measurements.

The RMS errors are given in figure 5.14. For each of the six series, the errors of
the three distortion cases (no distortion, static, and dynamic distortion) were plotted,
each scenario with the simple correction function enabled and disabled. While static
interferences could be predicted and corrected with high reliability, dynamic distortions
yielded even worse results when attempting a simple correction.

In order to evaluate the distrust function statistically, the distrust level (cf. equation
4.59) was computed for each of the poses. An offset between the segmented marker and
the electromagnetic tracking projections of more than 2 mm was regarded as erroneous
measurement. In this case, a distrust level δ of more than δmax is expected (during hand-
eye calibration, δmax was empirically determined to be 20). The following cases were
defined for the evaluation:

• A true positive is a measurement, in which the electromagnetic tracking error was
above 2 mm with a distrust level of above 20 – the detector rejected an erroneous
reading correctly.
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Figure 5.14: RMS projection errors.

• A true negative is a measurement, in which the electromagnetic tracking error was
below 2 mm with a distrust level below 20 – the original electromagnetic tracking
data was correctly accepted.

• A false positive (type 1 error) is a measurement, in which the electromagnetic track-
ing error was below 2 mm, but the distrust level above 20 – a correct value was not
detected, so it was rejected without necessity.

• A false negative (type 2 error) is a measurement, in which the electromagnetic
tracking error was above 2 mm, but the distrust level below 20 – the record was
accepted although the real error was large.

The results are listed in table 5.15. In about 85 % of all cases, the true situation (true
positives and true negatives) was correctly detected.

distortion true false
w/o: positive 40.0% 10.0%

negative 30.0% 20.0%
static: positive 100.0% 0.0%

negative 0.0% 0.0%
dynamic: positive 73.8% 13.8%

negative 12.4% 0.0%
avg: positive 71.3% 7.9%

negative 14.1% 6.7%

Figure 5.15: Distortion detection rate by the proposed distrust level.
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To visually inspect the augmentation when overlaying the B-scan plane on the laparo-
scopic live video, a cylindric phantom containing straight wires was constructed, which
extend through the walls of the phantom. It was filled with water of known temperature.
Adjusting the pixel scaling factors to an adequate speed of sound, the B-scan plane was
augmented, allowing the camera to view a wire on the augmented B-scan plane and its
extension outside the phantom walls. A typical augmented laparoscope image can be seen
on figure 5.16.

Figure 5.16: Ultrasound plane augmented on the laparoscope video – Red line added
manually to visualize the extension of the straight wire.

5.3.3 Model Based and Image Based Correction
To compare the performance of the two more advanced model based and image based er-
ror correction methods with the previously evaluated simple correction approach, which
turned out not to be satisfying especially for no or dynamic field distortions, another
series of experiments was performed. These experiments mainly focused on the evalua-
tion of the real 3D errors obtained for the measurements of the two sensors attached to
the transducer shaft (rigid sensor) and to its tip (flexible sensor) and for the corrected
measurements of the flexible sensor, all in a distortion-free and a dynamically distorted
electromagnetic tracking environment. An error computation entirely in 3D is possible,
as for both the rigid and the flexible sensors also reference measurements via the rigid
and the flexible optical bodies and their corresponding static (hand-eye calibrated) trans-
formations into the sensor coordinate frames are available. Furthermore, the evaluation
of the 2D augmentation errors, as described in section 5.3.2, was repeated, but this time
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additionally the performance of the model based and image based correction methods was
tested.

3D Errors First, in a distortion-free environment 70 measurements of the flexible sensor
and body as well as the rigid sensor and body were acquired for varying transducer
poses. The Euclidean distance in millimeters between the sensor measurements and their
corresponding reference measurements via the optical body was considered as translation
error, while the rotation angle in degrees corresponding to the quaternion rotating the
sensor pose into the reference pose was considered as rotation error. Furthermore, the
simple and model based error correction methods were applied to the tracking data of the
flexible sensor and compared to the reference measurements via the flexible body.
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(a) Translation error (distortion-free environment).
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(b) Rotation error (distortion-free environment).
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(c) Translation error (distorted environment).
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(d) Rotation error (distorted environment).

Figure 5.17: 3D errors measured at the rigid sensor (RigS), flexible sensor (FlexS), and
corrected for the flexible sensor using the simple approach (CorrSimple) and the model
based approach (CorrModel). The minimum and maximum error is each represented by
a star, the RMS error by a circle, and mean and SD by a bar.

As can be seen in figures 5.17a and b, rigid sensor measurements compared to their
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reference measurements via the rigid body diverge more than the flexible sensor mea-
surements. This is because the distance between the rigid body and the rigid sensor
is much longer than between the flexible body and the flexible sensor, wherefore more
errors propagate into the computation of the hand-eye calibration of the rigid sensor-
body-transformation. It can also be seen that in the distortion-free case the model based
correction method can be at most as good as the measurements of the rigid sensor, as the
transducer model is built relatively to the rigid body. As already observed in the previous
experiment, the simple correction method can even worsen results.

Thereafter, 500 measurements were acquired, again for varying transducer poses, but
this time also dynamically distorted by miscellaneous ferromagnetic objects (steel rod,
knife, and power supply unit). As visualized in figure 5.17c, the simple correction method
is not able to improve the results, while the model based approach greatly reduces distor-
tion errors in terms of translation (from 6.91 mm RMS and 24.10 mm maximum to 3.15
mm RMS and 9.65 mm maximum). Rotation errors, however, got worse with the simple
approach and remained similar for the model based approach (cf. figure 5.17d). This
means for the model based approach that either the weighting of the rotational part in
equation 4.58 needs to be increased or the model is not yet accurate enough to represent
rotations.
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(a) Simple correction.
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(b) Model based correction.

Figure 5.18: Residual 3D errors after a simple correction (left) in comparison to those
after a model based correction (right), each in relation to the magnitude of initial errors
between the flexible sensor measurements and the reference measurements via the flexible
optical body.

Another observation can be made in figure 5.18, where the residual 3D errors after a
simple correction are compared to those after a model based correction, each in relation
to the magnitude of errors between the flexible sensor measurements and the reference
measurements via the flexible optical body. Whereas the simple correction approach
has a large error variance, the model based approach always stays within an error of
10 mm and mostly even within 5 mm, even for large initial errors of up to 25 mm. A
similar statement is supported by figure 5.19. It shows the distances of the initial flexible
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sensor measurements to the reference measurements, compared to the distances between
the initial flexible sensor measurements and their corrected counterparts that the model
based correction method computed. In most cases, the differences between the distances
stay within about 5 mm.
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Figure 5.19: Distances between initial flexible sensor measurements and their (model
based) corrected counterparts in relation to the magnitude of errors between the flexible
sensor measurements and the reference measurements via the flexible optical body.

More plots confirming the superiority of the model based correction approach com-
pared to the simple approach can be found in the work of Reichl [141].

2D Augmentation Errors In a final experiment, the 2D augmentation errors where
evaluated when applying (1) the simple error correction method, (2) the model based cor-
rection approach, and (3) a hybrid approach initialized by the results of the model based
correction and further refined by the image based approach (cf. section 4.3.2). A similar
experimental setup was followed as for the error evaluation in section 5.3.2 except for the
difference that a laparoscope-to-marker distance of five to 20 centimeters was maintained
to make both the marker and the transducer tip visible (and hence segmentable) in the
laparoscope image for a large number of laparoscope and ultrasound tip poses, altogether
for 300 varying poses. Only dynamic distortions using the steel rod were enforced, which
is capable of enforcing large field distortions of up to 60 mm. Knowing the laparoscope-
to-marker distance and the camera geometry, the 2D errors were again scaled from pixel
units to millimeters.

As visualized in figure 5.20, the simple correction method performs worst, while the
model based approach highly improves the error correction. The best results were obtained
by the combination of model based and image based error correction methods.
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5.3 Ultrasound Visualization
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Figure 5.20: Residual 2D augmentation errors after a simple correction (red), a model
based correction (green), and a combination of model based and image based correction
(blue), each in relation to the magnitude of initial errors between the flexible sensor
measurements and the reference measurements via the flexible optical body.
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CHAPTER

SIX

CONCLUSION

This chapter summarizes the achievements made in the dissertation, followed by a
discussion of current problems and a presentation of ideas for future work to further

advance the laparoscopic augmented reality solution.

6.1 Summary
This work introduces the use of three independent intraoperative imaging systems, i.e. X-
ray C-arm, laparoscopic ultrasound, and laparoscopic camera within a registration-free
navigation framework enriched by augmented reality visualization. The combination of
multiple intraoperative imaging modalities, tracking, and visualization allows to implicitly
take into account organ movements between preoperative and intraoperative imaging,
making this method especially useful for minimally invasive abdominal surgery.

For visualization during port placement planning, which relies on preoperative data
and therefore requires manual registration, a largely automated method has been devel-
oped that can be soundly integrated into the current surgical workflow, because it is kept
simple and still leaves decisions and control to the surgeon during port placement. Apart
from the preoperative attachment of a few fiducials to the patient and a short and intu-
itive intraoperative patient registration procedure, the conventional clinical workflow is
not altered. The method can be applied to any minimally invasive endoscopic procedure
provided that preoperative patient data is available.

During the intervention, the intraoperative use of C-arm and ultrasound enables an
advanced visualization for laparoscopic surgery, especially liver resection planning and
navigation, without tedious manual registration.

This is the first time that intraoperative data of a co-registered mobile C-arm is aug-
mented on the view of a laparoscope. Its application is not restricted to liver surgery,
where it has been extensively evaluated in vivo. It may also be utilized in various
other endoscopic interventions, for instance in tumor resection procedures such as partial
adrenalectomy, partial pancreatectomy (especially endocrine neoplasms in the pancreatic
tail), and partial nephrectomy, or in stone removal procedures such as nephrolithotomy
or percutaneous nephrostolithotomy, where C-arm fluoroscopic guidance is used anyway
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during stent placement, tract creation, calyceal puncture, stone localization, and place-
ment of the nephrostomy tube. The system is especially useful for difficult cases, where
a tumor is located very close to or in between vessels or the hepatic veins. The result
provided here could allow different methods proposed in the literature [39, 41, 94, 133] to
utilize co-registered intra-operative cone beam reconstruction in order to improve their
advanced visualization solutions.

Furthermore, the state of art [94, 127] for superimposing laparoscopic ultrasound im-
ages directly on the laparoscopic live images to give surgeons a better understanding of
the spatial relationship between ultrasound and camera images is improved. In order to
provide a trustable superimposition, a new method was presented to estimate electromag-
netic field distortions online based on a hybrid magneto-optic tracking setup. By using
two electromagnetic sensors and one optical tracking body, a distrust level of the current
electromagnetic measurements is provided. Therefore, the system is able to automatically
update and warn the surgical staff of possible inaccuracies. In laboratory studies, first
online approaches for model based error correction were also successfully tested. In addi-
tion, as the laparoscopic ultrasound transducer tip is flexible, the proposed method could
be applied to a large set of applications in abdominal surgery, e.g. liver, biliary tract, and
pancreas.

All experiments and studies conducted in the course of this work show satisfying
qualitative results for the improvement of intraoperative visualization in laparoscopic
surgery.

6.2 Discussion and Future Work
Recent patient studies showed that the CT-SPOTS® pellets, which were used for patient
registration during port placement, remain on the patient’s skin for a quite limited time
only, e.g. not overnight [89]. Therefore, either their positions need to be marked e.g. by a
felt-tip pen, so they could be reattached before the intervention in case they were teared
off or displaced, or they could be entirely replaced by flat fiducials such as CT-SPOTS®

Crosshair or D-SPOTS® arrow (Beekley Corporation, Bristol, CT, USA), as used by
Kutter et al. [89], or multi-modality markers (IZI Medical Products, Baltimore, MD,
USA)1, as used by Nicolau et al. [133]. They may guarantee a better adherence, even
during moderate exercise. However, the image processing algorithms would have to be
adapted to the new shape and color of these fiducials.

Addtional radiation and contrast agent exposure due to the intraoperative use of a
mobile C-arm should not be disregarded. The trade-off of risks, benefits, and costs of
such a system need to be considered for each case. For easy cases, already available data
from preoperative CT or MRI may be sufficient to successfully perform an intervention,
more difficult cases may justify additional radiation and contrast agent exposure.

While the presented augmented reality system has been successfully evaluated in vivo
for port placement and C-arm based resection planning, the laparoscopic ultrasound sub-
system is ongoing research and has only been evaluated in a laboratory setup. To analyze

1http://www.izimed.com/
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and improve the stability of the methods for the error estimation and segmentation of the
transducer shaft axis in the laparoscopic images, all algorithms need to be tested with
tracking data and videos of real interventions in order to be adapted and extended to
the new conditions. After this, the next logical step is to also set up in vivo experiments
for the evaluation of the laparoscopic ultrasound augmentation and the error estimation
methods.

The flat tablet transmitter recently presented by Ascension [151] may be an alterna-
tive to overcome electromagnetic field distortions, e.g. caused by the operating table. It
is, however, far from providing as accurate measurements as the mid-range transmitter
because of its lower excitation. In the same setup as described in sections 3.6 and 5.3, the
flat tablet transmitter was used for ultrasound calibration, giving errors of about 4-8 mm
for the 1.3 mm sensors (compared to errors of about 2 mm for the mid-range transmitter).
Bigger sensors could be used to improve the accuracy, but this would probably require
bigger trocars. Using 1.3 mm sensors, the total diameter of the laparoscopic transducer
can be kept below 12 mm (including sterile cover), so it still fits a regular trocar.

An interesting idea is also to use the co-registered rigid electromagnetic sensor and
optical tracking target attached to the shaft of the ultrasound transducer to generate
a distortion function of the electromagnetic field on the fly, contrary to conventional
electromagnetic tracker calibration techniques, which usually need to be performed before
every new intervention [17, 27, 126, 203]. Additionally, an integration of methods to
simulate electromagnetic errors would come in handy [50].

Not only the simulation of errors will be an important issue in future image-guided
surgery systems. Also the in situ integration and visualization of uncertainty information,
motivated e.g. by electromagnetic field distortions or (partial) occlusions during optical
tracking, could be of great help to the surgical staff. All errors involved in an augmented
reality visualization need to be modeled all their way of propagation, considering internal
tracking parameters (electromagnetic field, camera parameters), receiver poses (trans-
mitter, tracking cameras), as well as poses, geometry, and visibility of a tracking target
(electromagnetic sensor, optical tracking body), as proposed by Bauer et al. and Sielhorst
et al. for an optical tracking system [9, 10, 159].

Besides the visualization of navigation errors, more intuitive visualization methods
need to be developed, so the surgeon better perceives overlaid data, while not even notic-
ing the differences between real world and augmented reality any more. This may be
achieved by applying advanced visualization techniques such as the ClearView system
[85] to medical augmented reality for an improved fusion of virtual and real data, or by
utilizing techniques to improve the depth perception during laparoscopy, e.g. by a virtual
mirror [129]. Furthermore, an intraoperative segmentation of C-arm data sets would be
of help to the surgeon for a more distinct differentiation of contrasted vessels, bones, and
surrounding soft tissue, best performed automatically right after acquisition. Combining
this segmentation with tracking of additional surgical instruments, important quantita-
tive information for navigation could be provided, such as distances between vessels and
instrument tip. As for the ultrasound transducer, tracking of these instruments may also
be performed in a hybrid setup, probably extended by tracking methods based on 3D
ultrasound image processing [135, 165].
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To take full advantage of all visualization techniques, the surgical team requires ade-
quate user interfaces. While the current system still depends on the use of keyboard and
mouse, they need to be replaced by sterilizable and user-friendly interaction devices in
future versions. This also requires an intensive collaboration with manufacturers of min-
imally invasive instruments, as interaction capabilities may be even integrated into their
instruments. Similarly, manufacturers need to assist in the design of tracking sensors and
bodies that can be smoothly integrated into laparoscopes and other surgical instruments.

Finally, a logical continuation of this work would be the extension of the proposed
methods to other surgical imaging modalities and tools. To enhance future approaches
for the tracking of flexible endoscopes, e.g. in bronchoscopy or NOTES, the fusion of
electromagnetic tracking, image based tracking, and instrument specific models [87, 88]
has a great potential. Furthermore, one should focus on the superimposition of data
acquired by other emerging intraoperative imaging modalities. Fixed imaging systems
such as stationary C-arms, open CT, or MRI scanners (for easy intraoperative access), and
also movable systems such as mobile C-arms or the O-arm™ (Breakaway Imaging, LLC,
Littleton, MA, USA)2 will have a great impact on future surgical interventions. Tracking
the X-ray source, gantry, or the patient table [143] of these systems, the multimodal
imaging concepts presented in this dissertation can be applied and extended to further
advance image-guided surgery in the operating room of the future.

2http://www.breakawayimaging.com/
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Real-time Fusion of Ultrasound and Gamma Probe for Navigated
Localization of Liver Metastases
Thomas Wendler, Marco Feuerstein, Joerg Traub, Tobias Lasser, Jakob Vogel,
Sibylle Ziegler, and Nassir Navab

Liver metastases are an advanced stage of several types of cancer, usually treated with
surgery. Intra-operative localization of these lesions is currently facilitated by intra-
operative ultrasound (IOUS) and palpation, yielding a high rate of false positives due to
benign abnormal regions. In this paper we present the integration of functional nuclear
information from a gamma probe with IOUS, to provide a synchronized, real-time visu-
alization that facilitates the detection of active metastases intra-operatively. We evaluate
the system in an ex-vivo setup employing a group of physicians and medical technicians
and show that the addition of functional imaging improves the accuracy of localizing
and identifying malignant and benign lesions significantly. Furthermore we are able to
demonstrate that the inclusion of an advanced, augmented visualization provides more
reliability and confidence on classifying these lesions.

Action- and Workflow-Driven Augmented Reality for Computer-
Aided Medical Procedures
Nassir Navab, Joerg Traub, Tobias Sielhorst, Marco Feuerstein, and Christoph
Bichlmeier

One key to the success of a user interface that includes AR visualization is its ability to
automatically recognize different phases of a workflow, which each require various levels
of augmentation. It is also important for the AR system to be transparent to the user
during the rest of the procedure. These issues have greater importance when dealing
with computer-aided surgery applications. In most of these applications, a surgeon needs
augmentation for only quite brief periods, such as choosing the ports for a laparoscopic
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intervention or localizing the major arteries before starting a liver resection. These aug-
mentations, however, can play an important role in the overall procedure’s success. During
the past three years, the authors have tried to develop such integrated AR solutions in
the context of minimally invasive surgery. In this article, they discuss their activities and
recent results.

A New Approach to Ultrasound Guided Radio-Frequency Needle
Placement
Claudio Alcérreca, Jakob Vogel, Marco Feuerstein, and Nassir Navab

The transformation from an ultrasound (US) image plane to the coordinate system of
a position sensor attached to the US transducer can be computed with US calibration
algorithms. This knowledge can be used in many applications, including freehand 3D US
and US guided surgical navigation. We present a software system assisting the surgeon
to position a radio-frequency (RF) tumor ablation needle using augmented ultrasound,
thus simplifying the treatment by (1) dividing it into two simple consecutive tasks, lesion
finding and needle placement, and (2) relating the needle to the US plane at any time.

Laparoscopic Virtual Mirror – New Interaction Paradigm for
Monitor Based Augmented Reality
Nassir Navab, Marco Feuerstein, and Christoph Bichlmeier

A major roadblock for using augmented reality in many medical and industrial applica-
tions is the fact that the user cannot take full advantage of the 3D virtual data. This
usually requires the user to move the virtual object, which disturbs the real/virtual align-
ment, or to move his head around the real objects, which is not always possible and/or
practical. This problem becomes more dramatic when a single camera is used for mon-
itor based augmentation, such as in augmented laparoscopic surgery. In this paper we
introduce an interaction and 3D visualization paradigm, which presents a new solution to
this old problem. The interaction paradigm uses an interactive virtual mirror positioned
into the augmented scene, which allows easy and complete interactive visualization of 3D
virtual data.

This paper focuses on the exemplary application of such visualization techniques to
laparoscopic interventions. A large number of such interventions aims at regions inside a
specific organ, e.g. blood vessels to be clipped for tumor resection. We use high-resolution
intra-operative imaging data generated by a mobile C-arm with cone-beam CT imaging
capability. Both the C-arm and the laparoscope are optically tracked and registered
in a common world coordinate frame. After patient positioning, port placement, and
carbon dioxide insufflation, a C-arm volume is reconstructed during patient exhalation
and superimposed in real time on the laparoscopic live video without any need for an
additional patient registration procedure. To overcome the missing perception of 3D depth
and shape when rendering virtual volume data directly on top of the organ’s surface view,
we introduce the concept of a laparoscopic virtual mirror: A virtual reflection plane within
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the live laparoscopic video, which is able to visualize a reflected side view of the organ
and its interior. This enables the surgeon to observe the 3D structure of, for example,
blood vessels by moving the virtual mirror within the augmented monocular view of the
laparoscope.

A Novel Segmentation and Navigation Tool for Endovascular
Stenting of Aortic Aneurysms
Marco Feuerstein, Konstantinos Filippatos, Oliver Kutter, Eva U. Schirmbeck,
Robert Bauernschmitt, and Nassir Navab

Endovascular stenting is a minimally invasive technique to exclude an aortic aneurysm or
dissection from the circulatory system. Currently, there is no technical aid to guide the
surgical staff during the intervention, except the default visualization interface provided
with the CT scanner and mobile C-arm. The purpose of our proposed system is two-
fold: (1) In the planning phase, a modified graph cuts algorithm automatically segments
the aorta and aneurysm, so the surgical staff can choose an appropriate type of stent
to match the segmented location, length, and diameter of the aneurysm and aorta. (2)
During implantation of the stent graft, after a landmark based registration of CT and
angiography data, the current position of the stent can be visualized in the 3D CT data
set at any time. This will enhance the accuracy of the actions of the surgeon, along with
a minimum use of angiography, leading to less radiation exposure and less contrast agent
injection.
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