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Intraoperative Laparoscope Augmentation for Port
Placement and Resection Planning in Minimally
Invasive Liver Resection

Marco Feuerstein®*, Thomas Mussack, Sandro M. Heining, and Nassir Navab

Abstract—In recent years, an increasing number of liver tumor
indications were treated by minimally invasive laparoscopic resec-
tion. Besides the restricted view, two major intraoperative issues
in laparoscopic liver resection are the optimal planning of ports
as well as the enhanced visualization of (hidden) vessels, which
supply the tumorous liver segment and thus need to be divided
(e.g., clipped) prior to the resection. We propose an intuitive and
precise method to plan the placement of ports. Preoperatively,
self-adhesive fiducials are affixed to the patient’s skin and a
computed tomography (CT) data set is acquired while contrasting
the liver vessels. Immediately prior to the intervention, the laparo-
scope is moved around these fiducials, which are automatically
reconstructed to register the patient to its preoperative imaging
data set. This enables the simulation of a camera flight through
the patient’s interior along the laparoscope’s or instruments’ axes
to easily validate potential ports. Intraoperatively, surgeons need
to update their surgical planning based on actual patient data
after organ deformations mainly caused by application of carbon
dioxide pneumoperitoneum. Therefore, preoperative imaging data
can hardly be used. Instead, we propose to use an optically tracked
mobile C-arm providing cone-beam CT imaging capability intra-
operatively. After patient positioning, port placement, and carbon
dioxide insufflation, the liver vessels are contrasted and a 3-D
volume is reconstructed during patient exhalation. Without any
further need for patient registration, the reconstructed volume
can be directly augmented on the live laparoscope video, since
prior calibration enables both the volume and the laparoscope to
be positioned and oriented in the tracking coordinate frame. The
augmentation provides the surgeon with advanced visual aid for
the localization of veins, arteries, and bile ducts to be divided or
sealed.

Index Terms—Augmented reality visualization, image-guided
surgery, laparoscopic surgery, port placement.
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I. INTRODUCTION

HE liver is one of the most frequently targeted organs for
T primary and secondary malignant lesions. Hepatocellular
carcinoma (HCC) and metastasis of colorectal neoplasms are
the most common diagnoses. HCC with about one million newly
registered cases worldwide each year is the fourth most fre-
quent cancer related cause of death. Without medical treatment,
HCC will lead to death in 100% of the cases. At present, only
about 5%—15% of diagnosed cases can be treated by the surgical
resection of malignant regions, which is standard of care. Abla-
tion and chemotherapy do not provide a sufficient success rate.
The average five year survival rate only lies between 30% and
40% [1].

Since 1991, laparoscopic liver resection is performed for an
increasing number of cases, as it is less invasive than laparotomy
(open surgery) and, hence, less harmful to the patient. Unfortu-
nately, laparoscopic surgery itself introduces several drawbacks
at the same time. The localization of the target region, i.e., the
vessels to be sealed or divided, is difficult to achieve due to a re-
stricted working space and a visualization solely limited to the
view of the laparoscope onto the liver surface. Additionally, up
to 14% of laparoscopic interventions need to be converted to
open laparotomy because of intraoperative bleeding [2]. Here,
a selective minimally invasive therapy enabled by enhanced in-
traoperative imaging will be of great benefit.

A. Port Placement

Ideal port placement, i.e., finding the optimal trocar incision
sites for all instruments, is one of the key issues in minimally
invasive laparoscopic surgery. The optimal choice of the instru-
ments’ ports provides full access to the whole operation region
as well as adequate surgeon dexterity. This can avoid time-con-
suming new port placement which may cause considerable pain
and extended recovery for every patient. Even experienced sur-
geons sometimes require port replacements during difficult in-
terventions such as vessel dissection and lymph node dissection
of the hepatoduodenal ligament or along the vena cava inferior,
s0 an exact port placement is of great importance.

In the current clinical workflow, the surgical staff selects all
ports by palpation of external anatomic landmarks, primarily
based on their previous experience. However, if these external
landmarks do not correspond to the individual internal anatomy
of each patient, a misplacement of ports can occur. Several
methods have been proposed to improve and automate the
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optimal placement of ports [3]—[7]. They manually or semi-au-
tomatically segment preoperative imaging data from computed
tomography (CT) or magnetic resonance (MR) imaging, which
is essential to reconstruct models of the anatomy, e.g., ribs,
liver, and soft tissue. These 3-D models can be used to manu-
ally plan ports in an interactive virtual environment [3], [4] or
automatically compute optimal port locations [5]-[7], which
serve as important guidelines for surgeons. This can greatly
improve the learning curve especially of untrained surgeons.
Finally, a practical and accurate way of transfering the planned
port locations to the operating room is needed, meaning the
patient has to be registered to his/her preoperative data.

This patient registration process is usually based on matching
anatomical or artificial landmarks, which are visible on both the
patient and its preoperative data. Adhami and Coste-Maniere
use the end effectors of the da Vinci surgical system to point to
fiducials, which are attached to the patient [8]. Due to their shape
and intensity, the fiducials can be segmented automatically in
the CT data. Intraoperatively, the (sterile) surgical staff moves a
robot arm’s end effector to every single fiducial in order to get
its position in the robot coordinate frame. As reported by Falk
et al. [9], this task takes approximately 2 min. Similarly, Selha
et al. use the sensor of an additional electromagnetic tracking
system as a pointing device, basing their registration on anatom-
ical landmarks [10]. For a laser projection of optimal ports, Mar-
murek et al. utilize an optically tracked pointer to perform reg-
istration on the basis of physical landmarks [7]. Coste-Maniere
et al. also compared their fiducial based registration method to
a surface based approach, which uses a camera and a projector
to facilitate patient reconstruction from structured-light images
[11].

We propose a practical alternative method to register the CT
data to the patient. After successful application of this method
to phantom data [12], here we present our first results of in vivo
experiments. Spherical CT visible self-adhesive fiducials are af-
fixed on the patient’s skin. They are segmented automatically
in the patient’s CT data. Intraoperatively, instead of pointing to
the fiducials, we only move the tracked laparoscope around the
fiducials and acquire a set of images from differing, but arbi-
trary poses. The fiducials are automatically detected in these
images. To simplify the detection process, the laparoscope is
pivoted around each fiducial, so sufficiently sized images of the
fiducial can be obtained for an accurate determination of its
2-D image coordinates. From at least two images, the 3-D po-
sition of each fiducial is reconstructed in the tracking (=world)
coordinate frame. Point based graph matching and registration
methods enable us to match the fiducials with their counterparts
in the CT data.

For port placement, a surgical staff member simply moves the
tracked instruments or laparoscope to the positions where he/she
wishes to place their corresponding ports. A virtual camera is
placed on top of the instruments’ end effectors or the laparo-
scope’s camera center. It is able to simulate a flight through the
patient’s interior by rendering the CT volume as it would be
seen by the laparoscope. In this natural way, optimal port place-
ments can easily be identified without prior segmentation of pa-
tient’s anatomy or the use of a pointing device. In addition, there
is no need to identify anatomical landmarks or touch artificial
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landmarks, which for da Vinci usually has to be performed by
the physician controlling the system or by other surgical staff
such as (trained) scrub nurses. Our method is applicable to any
tracked laparoscope, no matter whether it is tracked by an op-
tical tracking system or a mechanical one such as da Vinci, and
can also be performed by any surgical staff member.

B. Intraoperative Vessel Visualization

Mala et al. [2] provide a good insight into a typical totally la-
paroscopic liver resection procedure. First, three to five trocars
sized 11 and 12 mm are used to insert the instruments and a 30°
laparoscope. Pneumoperitoneum is applied, i.e., carbon dioxide
(COy) is insufflated into the abdomen to provide better visu-
alization and exposure. Electrocauterization is utilized to mark
the area to be resected on the liver surface. At the beginning of
the resection, outer small vessels and bile ducts are sealed by
an ultrasonic scalpel. An ultrasound (US) surgical aspirator can
be used to fracture and evacuate liver tissue deeper inside the
liver. An ultrasonic scalpel, diathermy, or clips can be applied
to divide minor vessels and bile ducts, which remain preserved,
while larger ones can be divided by a stapling device or clips.
To guide the division of vessels and eventually the resection,
ultrasonography may be used.

For orthopedics and neurosurgery, where mainly rigid
structures are involved, navigation systems aligning preoper-
ative imaging data in respect to the patient are commercially
available.!

For laparoscopic abdominal surgery, the target region can
be deformed due to the heartbeat and respiratory motion. As
shown by Olbrich et al. [13], deformations in the abdominal
area caused by the heartbeat are negligible. The rather large res-
piratory motion of about 1 cm [14], [15] can be corrected for
by gating [16]. As expiration and inspiration plateaus are re-
producible within about 1 mm under active breathing control
[17], but also under normal breathing [15], they can be syn-
chronized to e.g., an augmented visualization [13]. Nicolau e?
al. are currently investigating on respiratory motion correction,
considering either gating or deformable registration [18]. Up
to now, they use rigidly registered preoperative CT data and a
tracked needle for the guidance of radio-frequency tumor ab-
lation, where no pneumoperitoneum is applied. Their achieved
average accuracy for tumor localization was 9.5 mm. They also
presented initial experiments on a rigid abdominal phantom,
where they applied their system to laparoscopic surgery [19].

Individual deformations of greater extent mainly occur be-
tween preoperative acquisition of the CT and the beginning of
the resection, i.e., during patient and port placement, appliance
of CO;, pneumoperitoneum, and the intervention itself. Pneu-
moperitoneum alone can already cause large liver motions of
eg, 1.8 £ 12,41 + 64, and 0.1 £ 0.4 mm in z, y, and 2
directions, respectively, as shown for two pigs by Herline et
al. [14]. In this case, using preoperative rigid imaging data to
support the surgeon in updating the surgical resection planning
is difficult to perform and hard to validate. For robot assisted
coronary artery bypass, Mourgues et al. therefore proposed an

For example, by Aesculap, BrainLAB, Medtronic, ORTHOsoft, PI Systems,
Praxim Medivision, and Stryker
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intelligent way to intraoperatively update the model of a pre-
operative coronary tree [20]. Interactively, the surgeon identi-
fies and marks visual clues in the endoscope images, so an al-
gorithm can estimate a better intraoperative registration of the
coronary tree model. In vivo experiments showed an accuracy
of about 9.3-19.2 mm [9].

Furthermore, several attempts were made to use intraoper-
ative imaging. In general, MR scanners are too bulky to be
used during laparoscopic surgery or require the patient to be
moved for the acquisition, making a precise intraoperative regis-
tration almost impossible. Fichtinger et al. developed an inven-
tive intraoperative CT image overlay system based on a semi-
transparent mirror for the purpose of needle insertion, where no
major deformations are involved [21]. Keeping it simple and in-
expensive, only a single 2-D CT slice is shown, which is suffi-
cient for “in-plane” procedures such as needle placement. It is
difficult to apply their system to laparoscopic vessel augmenta-
tion, where volumetric 3-D data is essential.

In case of intraoperative guidance by ultrasonography, it is
difficult to understand, how US images are oriented in relation
to the patient. Ellsmere er al. therefore propose an advanced
system to intuitively display the laparoscopic US image plane
relative to a preoperative 3-D model of the patient [22], [23].
This helps the physician to identify anatomical key structures
and to learn the use of laparoscopic ultrasound. An ideal com-
plement to their navigation system would be the provision of
registered intraoperative 3-D data of high quality, which is not
affected by the individual organ movement between preopera-
tive data acquisition and the beginning of the intervention (after
CO;, insufflation) and could be used instead of the preoperative
CT to accomplish the guidance.

Another approach to improve the spatial relation of US im-
ages to the patient is taken by Leven er al. [24]. They propose
a system to apprehensively overlay the laparoscopic ultrasound
image plane or a reconstructed US volume, respectively, directly
on the live images of a stereo endoscope. It is however still dif-
ficult to interpret low-resolution US images, especially recon-
structed volumes. Providing a high-resolution 3-D volume intra-
operatively and combining it with advanced visualization could
be an optimal supplement to their system as well.

To provide registered high-resolution 3-D data supplemen-
tary to laparoscopic ultrasound, we use a mobile isocentric
C-arm providing cone-beam CT imaging capability [25] to
visualize soft tissue intraoperatively, which is hardly possible
with current commercially available mobile C-arms. An optical
tracking system determines the position and orientation of both
C-arm and laparoscope, which can be brought into the same
tracking coordinate system by various calibration routines, as
described in Section II-B. This makes the intraoperative soft
tissue visualization of our system registration-free, i.e., patient
or patient imaging data is not used for registration, but is
intrinsically registered to the tracking system. Therefore, there
is no need for detection and matching of anatomical landmarks
or fiducials on the patient, as used during port placement (cf.
previous Section I-A). Registration-free systems are solely
based on reconstruction, navigation, and visualization, all in
an external tracking coordinate system. In their review on
image-guided procedures Yaniv and Cleary note several regis-

tration-free systems [26]. At our Chirurgische Klinik we use
a registration-free system routinely on a daily basis for spine,
pelvis, hip, knee, and ankle surgery.2 In this paper, we intro-
duce the use of an optical imaging system, i.e., laparoscope,
within a registration-free navigation system. This is the first
time two different imaging systems are integrated using the
registration-free concept. After a promising ex vivo evaluation
of the registration-free concept [27], we here present our first
in vivo results.

Intraoperatively, after port and trocar3 placement and applica-
tion of CO5 pneumoperitoneum, we contrast the vessel tree of
the liver and at the same time acquire an image series during pa-
tient exhalation. Alternatively, C-arm projections can be gated
and correlated to respiratory motion in order to acquire a high-
quality scan, as Kriminski et al. suggested [28]. After recon-
struction, we are able to precisely augment the contrasted vessel
tree directly on the laparoscopic view just before the beginning
of the resection without any time-consuming patient registration
process. The augmentation can be synchronized to the patient’s
respiration and only be displayed during exhalation [13]. This
provides the surgeon with valuable information on the location
of veins, arteries, and bile ducts, which supply the liver segment
to be resected and which therefore need to be divided. In general,
the augmented visualization will only be shown to the surgeon
for the intraoperative in situ planning of the resection to provide
a detailed “road map” of the vessels, but not any more when the
surgeon starts to cut, since this causes the liver to deform again
and invalidates any prior intrinsic registration. Only if crucial
problems appear, another image series may be acquired and an
intrinsically registered volume reconstructed.

To take full advantage of the 3-D data, which gets partially
lost during the 2-D projection on the laparoscope video, the sur-
gical staff can also analyze the data on a separate monitor by
moving through or around the 3-D cone-beam CT reconstruc-
tion. Alternatively, a laparoscopic virtual mirror can be utilized,
which visualizes a reflected side view of the liver and its vessels
[29]. By interactively moving the virtual mirror within the aug-
mented monocular view of the laparoscope, the surgical staff is
able to observe the 3-D structure of the blood vessels.

One may argue to also use cone-beam C-arm data (instead
of preoperative CT data) for port placement planning. Unfor-
tunately, this can hardly be justified due to following reasons:
1) The size of a reconstructed C-arm volume is 20 x 20x 15 cm3,
which only partially covers the patient anatomy needed for port
placement planning. 2) Patients usually get one or more preop-
erative diagnostic CT scans. If fiducials are already attached to a
patient for these scans, their data can be used for port placement
planning. 3) The same data set used for liver resection planning
cannot be used for port placement planning due to organ move-

2In detail, we use the SurgiGATE system by Medivision for: spine (pedicle
screw placement, decompression of the spinal canal, control of achieved repo-
sition, spinal tumor resection); pelvis (minimally invasive percutaneous place-
ment of SI-screws (sacro-iliacal screws), minimally invasive acetabular recon-
struction); hip: (screw osteosynthesis of femoral neck fractures); knee (mini-
mally invasive reconstruction of tibia plateau fractures, screw placement and
control of reduction); ankle [retrograde drilling (core decompression) in osteo-
chondrosis dissecans tali(OD 2°-3°)].

3All trocars are made of plastic, so they do not give artifacts in the cone beam
reconstruction.
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Fig. 1. Arrangement of our experimental setup in the animal operating room.

ments caused by COq insufflation. Radiation and contrast agent
exposure caused by an additional scan only for port placement
can hardly be justified.

II. SYSTEM OVERVIEW

In order to augment the laparoscope with preoperative CT
data and intraoperative C-arm data, an elaborate system was set
up in our experimental animal operating room, as visualized on
Fig. 1.

A. System Setup

The prototype mobile C-arm is based on a Siemens Power-
Mobil and incorporates a workstation deployed with acquisi-
tion and reconstruction software by Siemens. We attached four
retroreflective spherical markers (also referred to as marker tar-
gets) to the flat-panel detector of the C-arm [cf. Fig. 4(a)]. These
markers are seen by four optical tracking cameras (ARTtrack2,
ART GmbH, Weilheim, Germany) mounted just beneath the op-
erating room’s ceiling, one in each corner of a rectangle. The
tracking system is connected to a PC equipped with a tracking
software that is able to send 6-D tracking data over Ethernet
to our navigation workstation. This navigation workstation is
also connected to the C-arm workstation via Ethernet to directly
access any reconstructed volumes. A frame grabber is incorpo-
rated that captures the live video of our laparoscope with 30° op-
tics (KARL STORZ GmbH and Company KG, Tuttlingen, Ger-
many). Four retroreflective spherical markers are each attached
to the laparoscope’s camera head, the laparoscope’s cylindric
shaft [cf. Fig. 6(c)], and a pointer [cf. Fig. 3(a)]. We utilize a
helical BB phantom for geometric C-arm calibration (BB is a
metal sphere), as shown in Fig. 3(b). The operating table is made
of carbon in order to limit imaging artifacts during surgery.
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Fig. 2. All coordinate frames, which need to be brought into a common world
coordinate system.

B. System Calibration

In order to augment C-arm data on the laparoscopic view,
data represented in different coordinate systems (cf. Fig. 2)
need to be brought into one common world coordinate system,
e.g., tracking coordinate system. Therefore, two main trans-
formations need to be computed. 1) The transformation from
the markers attached to the laparoscope’s body to the camera
center along with the projection geometry of the laparoscope
camera. 2) The transformation from the markers attached to the
flat-panel detector to the isocenter of the C-arm. All calibration
steps can be done offline. Their results are valid for a long
period of time and only need to be repeated once in a while, as
long as the marker targets on the C-arm and the laparoscope
are not repositioned.

Repositioning, however, is an important issue, especially
during sterilization. Practical commercial solutions already
exist for the intraoperative use of markers attached to a mobile
C-arm, like the system we actively use in our operating room
(see Section I-B). For the sterilization of the laparoscope
and its attached marker targets, autoclavable frames could
be manufactured, which can be removed before sterilization
and precisely reattached to the laparoscope afterwards. We
currently use frames manufactured from laser-range scanning
data, which precisely fit the head and shaft of the laparoscope.
Screws firmly fix the markers as well as the frames. We will
however replace all screw connections by snap-on connections
in the future, as offered for instance by NDI# for their passive
markers.

It is easy to setup on-site accuracy verification procedures to
monitor the validity of all estimated parameters by imaging and
superimposing volumetric data of an optically tracked phantom
with known geometry on the laparoscopic view. This verifica-
tion can be performed by a nurse or by the surgical staff in the

“http://www.ndigital.com/
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Fig. 3. Calibration utensils used for C-arm calibration. (a) Pointer. (b) Hollow,
cylindrical plastic phantom containing a helical pattern of BBs of two different
diameters.

operating room before patient anesthesia. In case of unsatisfac-
tory validation results a system recalibration may be performed
on site, similarly to the approach of Falk et al., where an interac-
tive calibration of an endoscope was performed in three to eight
minutes [9].

1) Pointer Calibration: For C-arm calibration (cf.
Section II-B-3), a tracked pointer is used, which is illus-
trated in Fig. 3(a). Therefore, the pointer’s tip position in its
local target coordinate system needs to be determined first.
This can be done by fixing the tip inside an indentation and
recording tracking data, while the pointer is pivoted around its
tip describing a hemisphere. Hence, a series of ¢ = 1...m
translational and rotational measurements are acquired, which
represent the transformation from pointer target coordinates
into world coordinates. For each transformation WTp(i), the
pointer’s tip remains static in pointer coordinates (X p) as well
as world coordinates ( Xy ), as described by following formula:

Xw = [VRpw)] Xp +Vtpg. ey
As depicted by Tuceryan et al. [30], following equation needs to

be solved (e.g., by QR decomposition) to determine the pointer
tip coordinates:

I —["VRpq) Vipa)

I =["Re)] | (xw) | "tre@ ”
: : X )7 |
I = ["VRp(m) Vtp(m)

(b)

Fig. 4. Detailed illustrations of flat panel and evaluation phantom. (a) Marker
target attached to the flat-panel detector of the C-arm. (b) Cubic evaluation
phantom containing cylindrical bore holes of varying depth.

2) Laparoscope Calibration: Two marker targets are rigidly
attached to the laparoscope: one to the cylindrical shaft and an-
other one to the camera head. The main purpose of calibrating
the laparoscope is to model the transformation of a 3-D world
point onto the camera’s 2-D image plane, so the projection of
any 3-D world scene onto the laparoscope’s image can be mod-
eled mathematically.

In detail, a point Xyy in the world frame is first transformed
into the laparoscope frame by 1%y, from where it is trans-
formed into the camera frame by 77, and finally mapped onto
the image plane by the camera calibration matrix K. z is the
final 2-D point on the image plane

e = cm) ) [1] ®
(7% Zo

[f} =KXc, where K = ay Yo |- @
1
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The transformation “7Ty; can be directly received from the
tracking system. The transformation ©7T, from laparoscope
target to camera coordinate frame and the intrinsic camera
parameters stored in K, i.e., focal length (., ;) and principal
point (zo,yo0), need to be computed once [31], [32]. Addi-
tionally, the rather large radial and tangential lens distortion
of laparoscopes needs to be corrected for. While being re-
quired for a perfect augmentation, undistorted images are also
preferred by surgeons [33]. To determine these parameters, a
planar checkerboard pattern with 8 x 7 squares of 10 mm unit
length is used. The pattern is viewed from several arbitrary
poses 3 = 1...n, n > 2 satisfying distinct rotation axes for
all possible motions between them [12]. It must be ensured that
the laparoscope shaft is not rotated against the camera head
during these movements. For each pose, an image is recorded
along with the 6-D pose data provided by the tracking system.
In each image, the inner corners of the checkerboard pattern are
found automatically guaranteeing sub-pixel accuracy, giving a
set of 42 sorted 2-D points.5 Knowing their corresponding 3-D
position on the pattern, the intrinsic camera parameters and
distortion coefficients can be computed using well-established
camera calibration techniques [34], [35]. An implementa-
tion can be found e.g., in the Open Source Computer Vision
Library.6

Hand—eye calibration: The camera calibration al-
gorithms also compute the transformations CTB(]-) of
pattern coordinate frame Fp to camera frame. Each
of them has a respective 6-D pose Ty that is ac-
quired by the tracking system. Two of them can be each
paired to a motion Teg k) = [CTB(I)][CTB(k)]_l and
Traer = [LTWr(l)][LT‘,V(k)]_l, respectively, giving
n(n—1)/2 possible motions for the camera center as well as the
laparoscope target. One motion pair gives following equation:

[Teaen] [“T1] = [“T1] [Traewn) - 5

Stacking up all equations, the so-called hand—eye formulation
AX = XB can be formalized, where X = [“T7]. This can
be solved for instance by first computing the rotational and then
the translational part of X by QR decomposition [36] or by a
dual quaternions approach [37], which both give similar results
in terms of accuracy [38]. The transformation from the checker-
board to the world coordinate frame "V T’z can be computed sim-
ilarly using the same 5 = 1...mn poses CTB(]-) and WTL(J»),
respectively.

Obligue scope calibration: ©T;, will only remain static, if
either a 0° laparoscope is used or a 30° one with the scope shaft
not being rotated around its longitudinal axis against the camera
head. However, especially for abdominal surgery the shaft of the
frequently used 30° laparoscope is often rotated, invalidating
the rigid transformation “7T7. Any rotational offset needs to
be corrected for. We thus attached a second marker target to
the scope shaft to measure its rotation against the camera head.
Mathematically, this single rotation can be modeled by two suc-
cessive mathematical rotations, as proposed by Yamaguchi et al.
[39].

5A checkerboard pattern with 8 X 7 squares has exactly 7 - 6 = 42 inner
corners.

Shttp://www.intel.com/technology/computing/opencv/
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Therefore, first the camera and hand-eye calibration is
performed keeping the scope shaft fixed at an initial con-
stant rotation angle 0. This results in an initial transformation
CTL<0). To incorporate the laparoscope rotation into the final
transformation €T, two mathematical rotations that are multi-
plied by the initial transformation are modeled: 1) The inverse
rotation around the longitudinal axis of the shaft (shaft rotation
Tes(—¢)) by the rotation angle —¢, 2) the rotation around
the principal axis described by the viewing direction of the
laparoscope (principal rotation T, (¢)) by ¢. The following
equation gives the overall transformation from the camera
center to the laparoscope markers:

Ty = Tep(d)Tes(—¢) Trio)- (6)

Since in reality both rotation axes are not perfectly aligned with
the longitudinal and principal axis, respectively, they need to be
estimated.

The shaft rotation axis is determined by performing a full
360° rotation while measuring the 3-D positions of the tracking
target attached to the laparoscope shaft. These measurements
are transformed by CTL<0) into the camera coordinate frame,
wherein a circle can be estimated. The center of the circle cor-
responds to the origin, the normal to the plane described by the
circle corresponds to the directional vector of the shaft axis [39].

The principal rotation axis can be computed acquiring im-
ages of the checkerboard pattern at several poses 7z = 1...m,
where the checkerboard pattern must not be moved between
camera, hand-eye, and oblique scope calibration. Again, for
each image at pose %, the 3-D position of the shaft target is mea-
sured to estimate its corresponding rotation angle. Additionally,
at the same time the pose of the camera head target is measured
and j = 1...n sorted 2-D points z(;;) are automatically de-
tected for each rotation angle. Using the initial laparoscope to
camera transformation CTL(O) , the origin and directional vector
of the principal rotation axis can be computed by minimizing
following equation using Levenberg-Marquardt:

ii | K [Rep (0) ltep (¢6))] Tes

i=1 j=1

4 X o $ Z.. 2
X (=¢(@)) T Tw " TB[ Bm} B [ <a>}

1 1 )

3) C-Arm Calibration: The computation of the transforma-
tion £'1'; from the isocenter to the flat panel coordinate frame is
performed in two steps. First, the transformation /T from the
calibration phantom’s coordinate frame to the isocenter frame
is determined during geometric calibration of the cone-beam
CT capable C-arm, second the transformation WTe from the
phantom to the world coordinate frame.

For geometric C-arm calibration, we use the manufacturer’s
phantom and software [40]. A helical pattern of BBs of two dif-
ferent diameters inside a hollow, cylindrical plastic phantom is
utilized, as visualized in Fig. 3(b). The center of each BB is
known very precisely in 3-D in its local coordinate frame Fi.
The geometric calibration is used to determine the reproducible
non-ideal orbit of the C-arm around the scan volume. For every
pose of the C-arm source (X-ray tube) and its corresponding
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X-ray image across the orbit (detected on the flat panel), it de-
termines the associated projection matrix. Knowing all projec-
tion matrices, a rigid transformation from the geometric cali-
bration phantom’s coordinate frame to the isocenter /7 can be
estimated.

The last missing transformation from the phantom coordinate
frame to the world coordinate frame " T is then estimated as
in Ritter ef al. [41]. The tracked pointer is used to acquire the
3-D coordinates of the BBs’ outward surface on the phantom in
the world coordinate frame. To compensate for the fact that the
pointer only touches the surface of a BB and not its center, an
offset needs to be added to each BB’s coordinate. This offset
equals a BB’s radius and is along the orthogonal to the tangent
touching the surface of the phantom.

By matching the coordinates of the point set acquired with the
pointer and the corresponding BBs’ adjusted coordinates in the
calibration phantom, the unknown transformation can be com-
puted e.g., by applying singular value decomposition.

C. Visualization

Our navigation workstation is equipped with 2 GB main
memory, an Athlon 64 3500+ CPU, and an NVIDIA GeForce
6800 Ultra graphics card with 256 MB memory. The recon-
struction software of the C-arm generates a 16 bit gray level
volume of 512 x 512 X 384 voxels. Using the CG shader
language,” we are able to directly render this volume in real
time as view-aligned 3-D textures. We augment the volume
rendering directly on the live laparoscope video. The originally
distorted laparoscope images are undistorted in real time as
well. To visualize certain tissues only, specific colors and
opacities can be interactively assigned to the rendered textures,
provided by a graphical transfer function editor. Alternatively,
default transfer functions can be loaded, for instance tailored
to contrasted vessels. To easily synchronize tracking with
video data and visualize the augmentation, we use our medical
augmented reality framework CAMPAR [42].

III. AUTOMATED 3-D RECONSTRUCTION FOR PATIENT
REGISTRATION DURING PORT PLACEMENT

For patient registration needed for port placement, three es-
sential steps are required. 1) All fiducials must be segmented
in the CT volume to determine the positions of their centroids.
2) Their positions in the world coordinate frame need to be re-
constructed using the images, which are acquired by the cali-
brated laparoscope camera and show the fiducials. 3) The re-
sulting point sets need to be matched in order to register the
patient to the CT data set.

The automatic segmentation of the fiducials in the CT
volume can be achieved by using standard image processing
techniques based on thresholding, filling, morphology, and
subtraction [43], [44]. The centroids of all segmented fiducials
can be computed very precisely by weighing their associated
voxel intensities and incorporating partial volume effects.

For finding the 3-D positions of the fiducials in the world co-
ordinate frame, two iterations are performed for each image
containing an arbitrary number m of fiducials. First, the 2-D

Thttp://www.developer.nvidia.com/Cg

poSitions ;1) - - - T(im) Of all visible fiducials are extracted au-
tomatically after undistortion of the image. Similar techniques
as for the segmentation of the CT data are used, which also in-
corporate edge detection and color information of the fiducials
and patient’s skin [44]. Second, the epipolar geometry is used
to match and reconstruct their 3-D positions as follows.

For each image 4, the laparoscope camera’s extrinsic parame-
ters, meaning the transformation CTW(Z-) from world to camera
coordinate frame can be computed

Ty = T Tw ). ®)

Thus, for each image pair ¢ and 7, the transformation between
its associated camera poses, TCUH), and its corresponding es-
sential matrix E(;_;) can be computed [45]

Ro—iy togei
Tege—iy = (6 ) (]1 )
—1
=Tw) (“Twa) 9
E(jiy = [teGei] y Begei
0 —t. t,
where [t]x = | t. 0 —t, (10)
—t, t, 0

Since the camera is calibrated, all epipolar lines (lC(j))l e
(lc(]-))m in image j corresponding to the points in image ¢ can
be determined

(let)), =K TEG—i) (Xew),

where (Xc@), =K [(xci”)k} (11)
If any of the points in image j lies on an epipolar line or very
close to it (e.g., within one pixel), it is very likely that this point
and its corresponding point in image ¢ are projections of the
same 3-D point. So this point is reconstructed by computing the
intersection of the two rays back-projected from (X¢(;y), and
(Xc(j)) I’ respectively. However, since the camera’s intrinsic
and extrinsic parameters were only estimated during calibration
and tracking, the two rays will not exactly intersect in space.
Hence, the midpoint of the two rays is computed by determining
their intersection points with the segment that is orthogonal to
both rays, which can be achieved by solving a linear system of
equations [46]

toiej = a (Xow), — bRy (X)),
+e((Xew), X (Reaen) (Xew),)

where RC(i4—j) = (Rc(]'(_i))T and tC(i«—j) =
—(Rc(jhi))th(j‘_i). The intersection points in the
camera coordinate frame now are a(Xc¢(), and
te(i—j) +b(Reo@—j))(Xe(j)),» so their midpoint can be easily
computed and transformed into the world coordinate frame, as
described by following equation:

Xw _

X[(a (Ko@) Heean b (Roa—) (Xow),)) /2]
1

12)

13)
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Wrong reconstructions can always happen, if a point close to
or on the epipolar line is found, which actually corresponds to
another point than the one the epipolar line belongs to. The fol-
lowing approach is taken to identify incorrect reconstructions.
The fiducials are positioned at a minimum distance of 30 mm.
Therefore, all reconstructed points having a certain maximal
distance, e.g., are closer to each other than 10 mm, are assumed
to represent the same point in 3-D. For each such 3-D point, its
corresponding 2-D point pairs are combined into a list. All lists
are compared to each other. If a 2-D point happens to be in more
than one list, its corresponding point pair is kept in the list with
most point pairs and deleted from all other lists. By validating
lists with more than two point pairs only, 3-D points can be re-
constructed with the utmost probability.

In the next reconstruction step, the lists with point pairs corre-
sponding to the same 3-D point are used to optimally reconstruct
the 3-D point. For all 2-D points, their associated projection
rays r1 . ..rs are constructed, which intersect the camera center
c, =" (i) and the point’s projection onto the image plane
P, =" R-(Xc@w), +" te, where W Regy = (CRW(i))T
and Wtc) = —(“Rwi))” “tw). They can be represented
using the camera center C. as starting point and a directional
unit vector d,. = (P, — C,.)/||P- — C.|

P. - C,

rr=Cr + ANdp = Cr + Ay
[P = Co]

(14)
Again, the associated midpoint X, can be computed, which is
closest in average to all s rays. Therefore, following overdeter-
mined system of linear equations has to be minimized:

D NC + Ardy — X[ (15)
r=1

As stated by Sturm et al., this linear least squares problem may
be solved using the Pseudo-inverse [47]

XVV nl —dq —d, !
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Finally, these results can be further improved by using the
Levenberg-Marquardt iteration to minimize following equation:

K [“Ry|“tr] ("Tw), Kw } - m

S

>

r=1

2
(17

It must be noted that our reconstruction approach solves the
general case that several fiducials are visible in a single laparo-
scope image but some may be missing, similar to the work of
Nicolau et al. [18], where two stationary cameras are used to
provide a stereo view of fiducials. We implemented this general
approach in order to remain flexible with respect to the utilized
camera or endoscope. Future advances of digital and high-def-
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inition endoscopes may provide us with a laparoscope camera,
which is able to see several fiducials at the same time with a very
high resolution. However, we currently have a laparoscope with
an analog camera and therefore utilize a more restricted recon-
struction protocol. The laparoscope is hold close to a fiducial,
so that no other fiducial can be seen at the same time, and is
pivoted around this fiducial. The fiducial is segmented in each
image and its position is added to a list of 2-D points, which is in
turn used to reconstruct the fiducial’s 3-D position, as described
above. This process is repeated for all other fiducials.

After the reconstruction of all 3-D points from the 2-D points
of their associated lists, they need to be matched with the points
segmented in the CT data set. Therefore, the correct point cor-
respondences need to be identified and the transformation from
the CT coordinate frame into the world coordinate frame, where
the patient is registered in, needs to be computed. This can be
done by a distance-weighted graph matching approach along
with a point based registration algorithm [48], [49]. Finally, the
patient’s CT volume is registered in the same coordinate frame
as the patient.

An alternative approach for the computation of this final reg-
istration, which considers noise in 2-D as well as in 3-D data,
was introduced by Nicolau et al. [50]. Based on radio-opaque
fiducials, they propose an extended 3-D/2-D criterion to register
a 3-D model generated from preoperative CT data to the patient
for augmented reality guided radio frequency ablation.

IV. ACCURACY EVALUATION

The major contributor to the overall system error is the optical
tracking system in use. A typical setup with four ART cameras
has a root mean square (rms) error of 0.4 mm for the target posi-
tion and 0.12° for the target orientation and a maximum error of
1.4 mm for positional and 0.4° for orientational measurements.3

In our previous work, an average error of 2.6 mm on a
rigid phantom was proven to be more than adequate for port
placement [12]. To evaluate the overall system accuracy during
in situ resection planning, we performed two types of experi-
ments. First, the navigation accuracy with the tracked pointer
was assessed, second the augmentation accuracy using the
tracked laparoscope.

It must be noted that registration-free C-arm-based 3-D navi-
gation systems are commercially available and used in neuro-
surgery, orthopedics and trauma surgery routinely on a daily
basis. As for our proposed system, both the C-arm and surgical
instruments are optically tracked during surgery. The accuracy
of such a registration-free C-arm-based navigation system was
evaluated to be better than 2 mm for pedicle screw placement
[51], [52], making it superior to conventional approaches or
CT-based navigation procedures, where anatomical landmarks
are required to register the patient to its preoperative CT volume
set.

A. Navigation Error

To determine the overall system’s navigation accuracy, we
used the cubic evaluation phantom developed by Ritter et al. that

8Accuracy of a typical ART tracking system available at http://www.ar-
tracking.de.
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contains cylindrical bore holes of varying depth [41], as shown
in Fig. 4(b). The phantom was adhered to the operating table
with double-sided adhesive tape. Then the varying depth of 20
bore holes was measured in terms of the pointer tip’s 3-D po-
sition in the tracking coordinate system. The bottom of all bore
holes could be entirely reached, as the pointer has a sharp tip.
The measured tip coordinates were transformed into the volume
coordinate system by {7 Tr"". Now each of the 20 bore
holes was filled with a single BB of radius r = 1.5 mm. Af-
terwards, a volume was reconstructed, wherein the BBs’ cen-
troids were extracted automatically by a hybrid segmentation al-
gorithm based on thresholding, region growing, the BBs’ shape,
and weighing of voxel intensities.

Since the bore holes have an inclination « of 56°, the distance
from a BB’s centroid to the end of the bore hole equals 7/ cos a.
This distance offset needs to be applied to all segmented cen-
troids to be theoretically aligned with the tip of the pointer.

The overall Euclidean rms error between the measured and
segmented coordinates of the BBs’ centroids was 1.10 mm,
which confirms previous results of Ritter e al. [41]. A second
experiment after a complete system recalibration using BBs of
1.0 mm radius resulted in a reproducible Euclidean rms error
of 1.05 mm.

B. Augmentation Error

For the determination of the laparoscopic augmentation
error, a volume of a plastic model of a heart with three adhered
spherical fiducials of 2.3 mm diameter and a curved line marker
(CT-SPOTS, Beekley Corporation, Bristol, CT) representing a
vessel was reconstructed. The laparoscope was moved around
this plastic model arbitrarily. Augmenting the live laparo-
scope video, images were taken from a large number of views
covering the interventional working space. On all images the
fiducials and their augmented counterparts, visualized in a
different color, are visible (cf. Fig. 5). The absolute distance
in mm was measured from the midpoint of a spherical fiducial
and its corresponding virtual projection. The obtained rms error
was 1.78 mm, the maximum error 4.14 mm, and the standard
deviation (SD) 1.12 mm. This high error was caused by an
inappropriate configuration of the markers on our laparoscope
[cf. Fig. 6(a)], leading to unstable tracking, e.g., by partial or
complete occlusions of the markers. This behavior could be
anticipated, since the calibrated camera center is located about
350 mm away from the markers, leading to a large extrapolation
displacement for small angular or translational tracking errors
of the markers.

Therefore, in a second experiment we rearranged the four
markers on the laparoscope, so they could be seen optimally
by the tracking system in almost every possible position [cf.
Fig. 6(b)], following the heuristics described by West and
Maurer [53]. For a detailed description of the equations and
errors involved in tracking distal tips of long instruments and
optimal marker design refer for example to recent results
presented by Fischer and Taylor [54] as well as Bauer et al.
[55]. After a recalibration of the laparoscope, we were able
to significantly improve the augmentation accuracy from all
positions of the laparoscope and could decrease the rms error

(b)

Fig. 5. Plastic heart used for the determination of the augmentation error.
(a) Real, undistorted laparoscope image showing the three spherical fiducials
and a curved line marker on the plastic heart. (b) Augmented laparoscope
image. Volume rendered are only the fiducials; the additional lines are artifacts
in the reconstructed volume.

to only 0.81 mm, the maximum error to 1.38 mm, and the SD
to 0.44 mm.

During surgery, however, the full flexibility of the laparo-
scope is required to change viewing directions, i.e., the laparo-
scope shaft shall be able to be freely rotated against the camera
head. Hence, two new marker targets were designed and at-
tached to the laparoscope [cf. Fig. 6(c)]. After recalibration, the
augmentation accuracy when rotating the laparoscope head was
determined. The rms error was 1.58 mm, the maximum error
2.81 mm, and the SD 0.74 mm.

V. EXPERIMENTS

To clinically evaluate our laparoscope augmentation system
for port placement planning and liver resection planning, we
performed three kind of experiments together with our clinical
partners: offline port placement, ex vivo, and in vivo studies.
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Fig. 6. Several developed marker target configurations—according to the surgeons, they are not disadvantageous for the laparoscope handling and comfort.
(a) Initial suboptimal marker configuration. (b) Rearranged markers to ensure optimal tracking properties. (c) Two marker targets to track the laparoscope rotation.

(b)

Fig. 7. Offline port placement experiments. Four ports were chosen using
two different visualization modes. Both views are from the same perspective.
(a) Three-dimensional view of the skin. (b) Transparent 3-D view.

A. Offline Port Placement Studies

To evaluate our visualization system for port placement, we
conducted a first series of offline experiments on human and
porcine CT data. For the human data set, we chose a typical ve-
nous CT data set, for the porcine data set we chose one of the two
data sets acquired for our in vivo experiments (cf. Section V-C).
Four surgeons, who are all experienced in laparoscopic surgery,
were asked to place four typical ports for liver resection (one la-
paroscope and three instrument ports), based on two different vi-
sualization modes, which were shown consecutively. In the first
mode [cf. Fig. 7(a)], only orthogonal 2-D slices and a 3-D view
of the skin were shown to the surgeons to simulate their conven-
tional way of placing ports (except for palpation). In the second
mode [cf. Fig. 7(b)], the skin was made transparent, so the sur-
geons were able to see the abdominal interior, based on the pre-
viously described visualization techniques (cf. Section II-C). To
independently place a set of four ports in each data set, the sur-
geons simply had to click inside the 3-D view.

We calculated the Euclidean 3-D distances between corre-
sponding ports chosen with the first and the second visualization
method. For the patient data set, distances between 6.57 mm
and 66.20 mm were computed with an rms of 40.42 mm and
an SD of 17.59 mm. For the pig, the distances were between
6.38 mm and 48.74 mm with an rms of 22.28 mm and an SD
of 11.07 mm. Although the distances of corresponding ports in

the porcine data set seem to be much smaller, for a direct com-
parison they would need to be scaled, as the pig was relatively
young (3—6 months, 16-20 kg), while the patient was adult.

In comparison to the standard port placement technique, our
visualization aid considering individual patient anatomy signif-
icantly altered port placement both in human and animal data
sets. All surgeons agreed that our visualization method supports
the surgical procedure and port placement accuracy.

B. Ex Vivo Perfusion Studies

The second series of experiments was conducted on a freshly
harvested whole porcine liver and a defrosted whole ovine
kidney. In both cases, we placed the organ in a perfusion
box (Pulsating Organ Perfusion Trainer, OPTIMIST Han-
delsges.m.b.H., Bregenz, Austria). The surgeons catheterized
the liver’s portal vein and the kidney’s renal artery, respectively.
Then the iodinated nonionic contrast agent SOLUTRAST 300
was administered into the organ. It was diluted in normal saline
and conveyed into the organ by the pump of the perfusion
system. We immediately started a C-arm acquisition and recon-
structed the organs’s 3-D volume. In another experiment, we
directly injected the pure contrast agent.

The acquisition of 200 C-arm projections takes 64 s, which
stays within the time limits of holding breath during artificial
respiration. Alternatively, 100 projections can be acquired,
which only takes 32 s. After acquisition, the reconstruction of
the 3-D volume was started, which currently takes about 6 min
for 200 projections or 3 min for 100 projections, respectively.
The reconstruction software, which is provided by Siemens
Medical, was uncoupled from the overall software package
to allow better control and debugging of the reconstruction
process. However, once the prototype system is commercial-
ized, the reconstruction algorithms will be further optimized
and parallelized. Additionally, reconstruction will commence
as soon as the first projection is acquired. This will lead to
reconstruction times of approximately one minute after com-
pletion of a scan, as known from modern flat panel based
angiographic computed tomography (ACT) scanners such as
the DynaCT, where a volume set is available for assessment in
less than 3 min.?

The contrasted part was clearly visible in the reconstructed
volume for both cases, directly as well as via the perfusion

Shttp://www.healthcare.siemens.com/dynact/
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(®)

Fig. 8. Ex vivo vessel augmentation. (a) Augmented porcine liver. Speckled
areas are reconstruction artifacts caused by a high concentration of contrast
agent. (b) Augmented ovine kidney. Big spot is the perfusion system’s plug,
which apparently has a similar Hounsfield unit like the contrast agent.

system. The vessels were directly augmented on the laparo-
scope’s view by volume rendering, which utilizes predefined
transfer functions in such a way that only voxel intensities of
the contrast agent are rendered. This direct visualization tech-
nique does not require any processing time, since time-con-
suming segmentation, as it would be needed for surface-based
rendering, can be completely avoided. The vessels could be ac-
curately overlaid for most laparoscope positions, as one can see
in Fig. 8(b) in the case of the kidney, where the real and virtual
catheters appear to perfectly overlap. In the case of the porcine
liver, only the vessels of one lobe could be contrasted partially,
as some liver vessels were accidentally cut at the abattoir.

Although in general more vessels could be visualized for the
direct administration of contrast agent, artifacts appeared during
the 3-D volume reconstruction due to the high concentration.
We will conduct further studies to find an optimal contrast agent
concentration for an artifact-free reconstruction and a clear vi-
sualization of all relevant vessels.

e Optical Traflimg System == ,/

Anestliesia /
Respirator ' Tracked
Laparoscope
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Visualization’

L N
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Flat Panel

Fig. 9. In vivo port placement. (a) Tracked laparoscope defines the viewing
direction of the virtual visualization along the instrument axis. (b) Virtual vi-
sualization enables the surgeon to see important anatomy—annotations added
manually (note that these are static frames of dynamic video sequences, which
provide better perception of anatomical structure to the surgeons).

C. In Vivo Porcine Studies

In a third series of experiments, we evaluated the overall
system in vivo for both port placement and resection planning.
Additionally, deviations from the correct augmentation caused
by deformations of the liver due to breathing were analyzed.

For the in vivo studies, two live pigs of 16-20 kg were
anesthetized by injections given in the auricular veins on the
dorsal surface of the ears. Spherical fiducials were adhered
to each pig’s skin using DERMABOND adhesive (Ethicon
GmbH, Norderstedt, Germany) to ensure their fixation during
transportation of the pig. The fiducials were positioned on the
abdominal wall in areas such that they are not moving too ex-
cessively during breathing. The pig was carried to the radiology
department, where 50 ml contrast agent (SOLUTRAST 300)
was administered at a flow of 3 ml/s. CT data was acquired in
both arterial and venous phases. Four fiducials were segmented
in the venous CT data set. Back in the animal operating room,
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(b) (©)

Fig. 10. Fiducials adhered to the liver surface—black ellipses added manually to outline the current (actual) fiducial positions. (a) Fibrin pad wrapped around
a fiducial, which is glued to the liver surface. (b) Intrinsically registered augmented fiducials as seen during exhalation. (c) Displaced fiducials as seen during

inhalation.

the pig was connected to an artificial respiration system to keep
its breathing constant. The pig’s vena jugularis was cannulated,
so that it can be used for future contrast injections.

The tracked laparoscope was moved around the fiducials to
reconstruct their 3-D positions, which took approximately 2
min. Matching them automatically to all fiducials previously
segmented in CT, the pig could be registered to its venous
CT data set. The CT data set was augmented directly on the
laparoscope by means of direct volume rendering. Since the pig
was placed in a different position than during the acquisition
of the CT, the fiducials were displaced to a certain extent.
Using four fiducials for registration, we calculated an rms error
of 11.05 mm, a maximum error of 17.11 mm, and an SD of
4.03 mm, which complies with previous reports of Falk et al.
[9]. Even though, due to the large displacement of the subject
between preoperative and intraoperative imaging, the CT data
set can not be used for a precise intraoperative augmentation
during resection planning, it still fulfills the rather low accuracy
requirements for port placement. This is due to the fact that
patient’s skin and hence inserted trocars can be moved about
two centimeters to compensate for possible port displacements.
Switching to a coregistered virtual visualization with 0° optics
[cf. Fig. 9(b)], the bones and all contrasted sections such as
aorta, kidneys, and hepatic veins were visualized in respect
to the instruments’ axis. All ports were planned successfully
and the trocars could be placed appropriately (see surgeons’
feedback at the end of this section).

After insufflation of COs, two spherical fiducials of 4 mm di-
ameter were glued to the surface of the liver using a fibrin pad, as
shown in Fig. 10(a). The artificial respiration system was tem-
porarily turned off in exhalation. While injecting about 130 ml
of contrast agent into the vena jugularis (and the auricular vein
for the second pig, respectively), 100 orbiting C-arm projections
were acquired at the same time, which took 32 s. A volume was
reconstructed and transferred to the navigation workstation. As
we used plastic trocars and removed all instruments for the scan,
reconstruction artifacts could be largely avoided. Since laparo-
scope and C-arm are both coregistered in the tracking coordi-
nate system, the transferred volume could be immediately aug-
mented on the laparoscopic view. First, the movement of the
liver caused by breathing was analyzed in the permanently aug-
mented laparoscope images. As visualized on Fig. 10(b) and (c),

Hepatic veins

0

w

o

Fig. 11. In vivo laparoscopic augmentation of contrasted hepatic veins and
aorta as well as ribs and spine—annotations added manually (again note that
these are static frames of dynamic video sequences, which provide better per-
ception of anatomical structure to the surgeons, who are used to look at 2-D
laparoscopic projections during the operation).

a deformation of about 1 cm could be confirmed between exha-
lation and inhalation, as found previously by Herline et al. [14].
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Consequently, our final augmentation error can be approximated
to be between 2 mm (during expiration) and 12 mm (during in-
spiration), depending on the current respiratory phase. Next, the
contrasted hepatic veins were augmented on the surface of the
liver to plan the resection (cf. Fig. 11). After successful plan-
ning, the visualization was switched off and the surgeon started
the resection.

Finally, the two participating surgeons were interviewed
on the assets and drawbacks of our augmented visualization
system. Both surgeons agreed on the successful validation of
our visualization in an in vivo model. They confirmed that
the augmentation for port planning is integrated smoothly and
gives valuable as well as sufficiently accurate information on
trocar placement. Since the contrast in the peripheral hepatic
veins was too low, for the augmentation during liver resection
planning only the major vessels could be visualized. Therefore,
we need to further improve the timing and protocol of contrast
agent administration, e.g., to reduce the amount of contrast
agent to a maximum of 50 ml, which is the default dose for
a human patient. This was expected, since this was one of the
first experiments with intraoperative cone beam reconstruction
of contrasted liver. The surgeons did not ask for the synchro-
nization of the pig’s respiration and pulse to the laparoscopic
augmentation. Knowing that the augmentation is correct only
at expiration, both surgeons claimed not to be distracted by the
continuous augmentation during breathing. They were satisfied
with the current augmented visualization, which could allow
them to perform appropriate intraoperative resection planning.
The surgeons however asked for intraoperative segmentation of
the contrasted vessels so that the system can provide them with
the exact (metric) positioning of tracked instruments relative to
the vascular structure at the expiration.

VI. CONCLUSION

In this work we introduce the use of two independent intra-
operative imaging systems, i.e., X-ray C-arm and laparoscopic
camera within a registration-free navigation framework. By
combining such intraoperative imaging, tracking, and visualiza-
tion, we propose a method, which implicitly takes into account
the organ movement between preaoperative and intraoperative
imaging. The system provides advanced visualization for both
port placement planning and intraoperative resection planning.
Our experiments and studies show satisfying qualitative results
for improvement of intraoperative visualization in laparoscopic
surgery.

The presented patient registration method for port placement
planning, which is currently applied by pivoting the laparoscope
around single fiducials to reconstruct their 3-D positions, is de-
signed to also work when several fiducials are seen by the la-
paroscope at the same time. This is an important feature for
prospective advances of high definition digital endoscope cam-
eras that are able to provide high-resolution images of several
or all fiducials, each of them easily and accurately detectable.
Hence, a few distinct, but arbitrary views may be enough in
the future, which saves time and makes the pivoting process
dispensable.

Our system is not restricted to liver surgery. It may also be
applied to various other endoscopic interventions, for instance

to tumor resection procedures such as partial adrenalectomy,
partial pancreatectomy (especially endocrine neoplasms in
the pancreatic tail), and partial nephrectomy, or to stone re-
moval procedures such as nephrolithotomy or percutaneous
nephrostolithotomy, where C-arm fluoroscopic guidance is
used anyway during stent placement, tract creation, calyceal
puncture, stone localization, and placement of the nephrostomy
tube. Our system is especially useful for difficult cases, where
the tumor is embedded into the vessels (in close proximity to
vessels) or located between the hepatic veins (segment VIII or
IVa). These cases also justify additional radiation and contrast
agent exposure—for other cases, preoperative CT or MRI may
be sufficient.

The result provided here could allow different methods pro-
posed in the literature [23], [24] to utilize coregistered intraop-
erative cone beam reconstruction in order to improve their ad-
vanced visualization solutions.
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