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ABSTRACT

It is a common problem of AR applications that optical see-through
head-mounted displays (OST-HMD) move on users’ heads or are
even temporarily taken off, thus requiring frequent (re)calibrations.
If such calibrations involve user interactions, they are time consum-
ing and distract users from their applications. Furthermore, they in-
ject user-dependent errors into the system setup and reduce users’
acceptance of OST-HMDs.

To overcome these problems, we present a method that utilizes
dynamic 3D eye position measurements from an eye tracker in
combination with pre-computed, static display calibration parame-
ters. Our experiments provide a comparison of our calibration with
SPAAM (Single Point Active Alignment Method) for several head-
display conditions: in the first condition, repeated calibrations are
conducted while keeping the display position on the user’s head
fixed. In the second condition, users take the HMD off and put
it back on in between calibrations. The result shows that our new
calibration with eye tracking is more stable than repeated SPAAM
calibrations. We close with a discussion on potential error sources
which should be removed to achieve higher calibration quality.

Index Terms: H.5.1 [Information Interfaces and Presentation]:
Multimedia Information Systems—Artificial, augmented, and vir-
tual realities

1 INTRODUCTION

A crucial issue in AR applications using optical see-through head-
mounted displays (OST-HMDs) is to display 3D information from
the current viewpoint of the user – and, more particularly, according
to the user’s eye position, relative to a not quite stable HMD pose
on the user’s head.

Head-mounted displays (and particularly optical see-through
displays) are a critical component of AR systems. They were part
of the settings in the early days [30, 4, 5, 28, 3, 27], but subse-
quently, they have been superseded by video-based AR solutions
(using opaque HMDs, smartphones or tablets). There are many
reasons for this; especially the limited field of view, contrast issues,
as well as the requirement for user-dependent display calibration.

Several display calibration algorithms exist. However, they
are cumbersome to use and disrupt the user’s AR-experience. In
practice, the calibration process is frequently skipped (e.g. when
quickly showing an AR-demonstration to a visitor), or performed
sub-optimally in order to enhance user convenience.

The issue becomes even more critical during extended use (i.e.,
in the context of an application lasting more than a few minutes
[14]). In principle, the calibration has to be (re)done whenever the
position of the HMD changes on the user’s head. Such changes are
likely to occur frequently. Reasons can be abrupt user motions, as
well as situations when the user temporarily removes the glasses,
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Figure 1: Our technical setup: a world camera, W , and an eye track-
ing camera, T , are connected to an OST-HMD.

e.g. to rub the eyes, to move through spatially complex terrain or
to perform some tasks without the glasses. Quite often, subsequent
(re)calibration is skipped since it is too much trouble.

Recently, gaze tracking cameras have become commercially vi-
able. They are small enough to be combined with an OST-HMD.
In combination with recent commercial activities to productize AR-
glasses for a sizeable market, as well as the emerging trend to build
mobile "intelligent" devices that include an increasing number of
built-in sensors, we expect that future HMDs will include such cam-
eras. Since such a camera has direct view of (one of) the user’s eyes,
it generates additional information that can be used to simplify and
improve the display calibration process. Yet, the question arises,
whether the eye position can be determined precisely and robustly
enough to be usable for stable HMD calibrations. After all, small
estimation errors of the eye position can have a significant impact
on user-perceived offsets between real and virtual objects.

This paper reports on an approach towards combining camera-
based eye tracking with HMD calibration (see Fig. 1). An eye
tracking camera (T ) is rigidly attached to the bottom rim of an
HMD, oriented towards one of the user’s eyes. A second camera
(W ) determines the HMD pose within the surrounding world envi-
ronment. The rigid setup of the two cameras and the HMD is pre-
determined in an offline calibration process. Combining this static
HMD calibration with dynamic eye tracking, we are able to gener-
ate world-related augmentations in the HMD even when the HMD
is moved on the user’s head. We have first, encouraging results that
the setup generates a registration quality that is comparable to the
state of the art – with potential for further improvements by em-
ploying more rigorous offline calibration procedures.

In Section 2, we present and discuss the current state of the art
of calibrating viewing setups that include an eye tracker. In Section
3, we present the conceptual foundations of our approach. Section
4 describes a technical implementation of the approach. Section
5 presents first results, evaluating the setup in a real setting and
comparing it with already existing display calibration approaches
that do not use an eye tracker. The section also discusses the current
status, its shortcomings and future steps. The major lessons learned
thus far are summarized in the concluding Section 6.



2 RELATED WORK

Our work combines research from several different areas that are
about to merge.

2.1 Display calibration
It is the goal of OST-HMD calibrations to identify the virtual cam-
era system consisting of a screen of an OST-HMD and a user’s eye
by estimating a projection between them. Since the eye is a part
of the system, the projection contains geometric information of the
eye relative to the screen. To obtain such projections, many of the
existing methods require user interactions. A very good, detailed
discussion is given in Zhou’s dissertation [35, 26]. We here provide
a brief overview of the most relevant approaches.

First OST-HMD calibration algorithms required users to submit
themselves to very complex, pre-arranged physical processes and
settings. They were, for instance, requested to physically align their
own view with a given world-based reference frame using a bore-
sight approach [3] or to position their heads on a head rest [4, 15].

More conveniently, Tuceryan et al. allowed (or even requested)
users to move their heads freely within the physical environment
in their Single Point Active Alignment Method (SPAAM) [34]. In
their approach, users have to repeatedly align a given physical point
of interest (at a known world position) with a cross hair drawn at
random locations on their HMD screen. Each such 2D-3D corre-
spondence describes a projection equation, with the head motion
being compensated by world-based head tracking. In principle, 6
correspondences suffice to fully determine the 11 parameters of the
projection matrix. Yet, to enhance robustness against user errors
(imprecise alignments), Tuceryan et al. recommend using at least
12 correspondences. This has become a widely used method for
display calibration in AR applications. Genc et al. [7] extended
SPAAM for stereo OST-HMDs. To calibrate the left and right eye
screens simultaneously, users need to align virtual 3D points to real
3D points by relying on their stereo perceptions.

Yet, even though SPAAM is more convenient than the early
methods, it suffers severely from the required large number of user
interactions. They not only add physical burden on users, they also
degenerate the final calibration quality. Axholt et al. [2, 1] analyzed
estimation variance of SPAAM methods and reported that there is
a significant effect on parameter estimation variance depending on
how the 3D points are distributed in space – primarily in depth.
In addition, the authors found that when users are occupied by the
alignment task they tend to forget to change their postures and thus
collect points within a limited depth range. The paper concluded
that users need to be carefully instructed when employing SPAAM.
A further source of error stems from the confirmation process for
users to indicate when they have achieved a good alignment. Orig-
inally, users had to click a button. Maier et al. recently showed
that more robust alignments can be achieved, if users are asked to
merely hold still for a short amount of time – thereby signaling that
they are done [19].

Some research effort has gone into reducing user interaction dur-
ing the calibration procedure. Easy SPAAM [8, 21] reuses an old
projection matrix from a previous SPAAM calibration and adjusts
it for a new user eye position. In this method, the change of eye
position is approximated by 2D warping of the screen image in-
cluding scaling – requiring fewer parameters than the full eye pose
estimation. Thus, users need to establish only (at least) 2 2D-3D
correspondences for online calibration. After Easy SPAAM, Owen
et al. [26] proposed DRC (Display-Relative Calibration). The pro-
jection can be decomposed into display parameters and an eye po-
sition. The former depend only on an OST-HMD and can be de-
termined offline while the latter needs to be determined online. In
DRC, the authors formalized this as a two-step calibration process.
They described an offline calibration for the display parameters us-
ing mechanical jigs and proposed 5 different options for the second,

online step, involving varying degrees of simplifying assumptions
(ranging from not performing any online calibration over perform-
ing a simple warping such as Easy SPAAM to a full 6 DoF eye pose
estimation). Hua et al. [10] developed an approach similar to Easy
SPAAM for projection-based HMPDs using also this two-step cali-
bration concept. Their difference is that they recalibrate full display
parameters in the online step.

2.2 Head-mounted eye tracking
As discussed in the introduction, there are already a number of
efforts on wearable head-mounted eye tracking systems including
[32, 33, 13, 29, 25]. Those systems are developed mostly to col-
lect and analyze a user’s viewing direction for the purpose of gaze
analysis. Among them, Tsukada et al. [32, 33] present first-person
vision systems that formulate 3D model-based eye tracking using
weak perspective projection. Nitschke et al. [24, 25] have built
an eye tracking system which reconstructs a user’s view from a re-
flected image on his/her eye. They also employ a 3D eye model
and use perspective projection for the eye pose estimation from the
image.

2.3 Combinations of HMDs and eye trackers
Some research efforts combine eye trackers with HMDs. Nilsson
et al. [23] have developed a video see-through HMD with an eye
tracker, and present hands-free interaction based on users’ gaze.
Also, Lee et al. [16] employ a monocular OST-HMD with a scene
camera and an eye tracker for interaction purposes. Due to an HMD
positioning issue, their eye tracker tracks the left eye while the
graphics are shown on the right screen of the HMD.

Unlike such HMD systems where trackers are additionally at-
tached to the display frames, Hua and Gao [11] have designed a
compact eye-tracked HMD (ET-HMD) to which an eye tracker is
integrated as a part of the optics system using a free-form prism.

Recently, Makibuchi et al. [20] have developed a calibration
method for OST-HMDs. They have attached a camera to an OST-
HMD and estimated users’ eye positions with a fiducial marker.
However, they needed user interaction to calibrate the system.

3 METHOD

This section describes our calibration algorithm in two subsections:
Section 3.2 formulates the overall calibration procedure using a 3D
eye position, and Section 3.3 provides more detail on the 3D eye
position estimation.

3.1 Notations
Throughout the paper, coordinate systems are treated as right-
handed. Bold lower/upper-case letters denote vectors/matrices such
as a translation vector t and a rotation matrix R. (·)Tdenotes trans-
pose vectors and matrices. If a matrix is explicitly written with its
elements, zero elements are left blank for clarity. Lower-case let-
ters represent scalars. Upper-case letters denote coordinate systems
such as the world coordinate system W . Given a coordinate system
A, a 3D point in A is denoted by using vectors with the coordinate
symbol as the lower index: pA. Given coordinate systems A and
B, the relative transformation from A to B is described by (RAB, tAB)
where RAB and tAB stand for rotation and translation respectively.
Furthermore, explicit transformation of a 3D point pA in A to pB in
B can be written as pB = RABpA + tAB.

3.2 Calibration formulation
This section describes our method in four steps. Fig. 2 illustrates
the spatial relationships of our calibration formulation.

In the first step, consider a virtual camera defined by an eye and
the virtual screen of an OST-HMD, assuming that the screen with
its coordinate system S is planar and located at tSE0 :=

[
sx,sy,sz

]T in
the camera coordinate system E0. The camera can be considered as
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Figure 2: (left) Schematic drawing, illustrating the relevant internal
coordinate systems of the right screen S with an eye tracking cam-
era T, a world camera W, and the user’s eye E (or E0). (right) Spatial
relationships necessary to determine the projection matrix from 3D
object points p onto the screen point p̃E or p̃E0 , respectively.

an off-axis pinhole camera. Now, without loss of generality, assume
E0’s z-axis is perpendicular to the virtual screen. The camera is then
expressed by the intrinsic camera matrix KE0 as:

KE0 :=

⎡
⎣ αx

αy
1

⎤
⎦

︸ ︷︷ ︸
=:A

⎡
⎣ sz −sx

sz −sy
1

⎤
⎦

︸ ︷︷ ︸
=:S(tSE0 )=S(sx, sy, sz)

. (1)

S(tSE0) transforms 3D points in E0 to the virtual image screen in
real scale, and A is a diagonal matrix which transforms projected
screen points into image pixel points by scaling factors

{
αx,αy

}
.

Note that S(tSE0) is chosen so that tSE0 is projected to the origin of
the image pixel plane. Furthermore, the scaling factors

{
αx,αy

}
are independent of the eye position, whereas tSE0 is dependent.

Secondly, consider another eye position with its coordinate sys-
tem E. We can define a new virtual camera consisting of the virtual
screen and the new eye position. Following the same concept as for
E0, set the pose of E so that its z-axis is perpendicular to the virtual
screen. Then, the transformation from E0 to E is defined only by
the translation tE0E :=

[
tx, ty, tz

]T. Thus the screen position in E can
be written as tSE = tE0E + tSE0 .

From eq. (1), the intrinsic matrix KE of the new virtual camera
is obtained as

KE = AS(tSE) = KE0 S(tx/sz, ty/sz, 1+ tz/sz). (2)

The above shows that we can convert a virtual camera to another
given by a new eye position and some display-specific parameters.

Thirdly, consider relocating the above coordinate systems to-
gether into a world coordinate system W defined somewhere on the
HMD. By recalling the perspective projection of a pinhole camera,
we obtain

p̃E = KE

[
RWE tWE

]
︸ ︷︷ ︸

=:PWE (tWE )

[
pW

1

]
(3)

where PWE is the projection matrix that projects world points onto
the new virtual camera. Note that the rotations from the world to
any eye coordinate systems including RWE are actually identical
since they are defined by the rotation of the screen RWS. Thus, it
follows that RWS = RWE(= RWE0). Then from eq. (2), eq. (3), and
tSE = tWE − tWS, we obtain the following,

PWE (tWE) = AS(tWE − tWS)
[

RWS tWE

]
(4)

= KE0 S(tx/sz, ty/sz, 1+ tz/sz) [RWS tWE ] . (5)

Acq. Condition Param. Relationship(From/To)
Online Required tET Eye(current) / Tracker

Offline

Required
RWS World / Screen
RWT World / Tracker
tWT World / Tracker

Option 1 tWS World / Screen
α{x,y} Real scale / Img. pixel

Option 2
KE0 Eye(previous)
tWE0 World / Eye(prev.)
[tWS]z World / Screen

Table 1: A summary of calibration parameters. Option 1 and 2 can
be selected depending on available calibration environments.

Eq. (4) does not rely on the old eye position tWE0 . Instead it requires
a complete set of display parameters: tWS and the pixel scaling fac-
tors

{
αx,αy

}
. On the other hand, eq. (5) does not rely on these

parameters, except for [tWS]z (since sz + tz = [tWE − tWS]z), – and it
reuses the intrinsic matrix KE0 from the old eye position. Both cases
also require (RWE , tWE), the pose between the world and the eye.

Finally, consider an eye tracker rigidly mounted on the OST-
HMD. Let T be the eye tracker’s coordinate system. The tracker
then provides the position of the eye E in T as tET . Then the rela-
tionship between the eye and the world can then be written as

tWE = RT E (tWT − tET ) = RWERT
WT (tWT − tET ) = RWSRT

WT (tWT − tET ) .
(6)

Since the eye tracker and the OST-HMD are rigidly connected,
(RWT , tWT ) is constant and needs to be calibrated only once. All
parameters except for the eye position tET relative to PWE can be de-
termined offline. Therefore, if such offline calibration is conducted
beforehand, the system can reconstruct a projection matrix online
for a given eye position tET . Since the position is estimated by the
tracker automatically, the system does not require user interaction
at run time.

Table 1 summarizes the calibration parameters necessary to com-
pute the projection matrix PWE . Two calibration Options exist by
choosing either eq. (4) or (5) for the derivation of PWE . Section 4
will present methods to obtain the calibration parameters for real
settings.

3.3 Eye position acquisition
This section describes an eye tracking algorithm which estimates
tET , the 3D eye position relative to a tracker. In principle, any eye
tracking method that determines the optical center of an eyeball can
be used for our calibration system. In the current implementation,
we employ a 3D eye position estimation method by Nitschke et al.
[24]. For the 2D ellipse extraction, we developed an ellipse fitting
method based on work by Swirski et al. [31] together with their
open-source iris detector [9, 6].

3.3.1 3D Eye Position Estimation for Perspective Projection
We briefly describe the 3D eye position estimation method of
Nitschke et al. [24]. A more elaborated derivation is found in sec-
tion 2.2.1 of their paper.

Nitschke et al. model the eyeball as two overlapping spheres
with different radii and separate centers of curvature. Their method
reconstructs the 3D position of the eye and its gaze direction
through inverse projection of a 2D ellipse (typically used to de-
scribe the eye’s limbus of the cornea) from an eye image. They
assume that a 3D limbus circle with known constant radius rL is ob-
served as a 2D ellipse Q in an image captured by a camera with a
known intrinsic matrix K. Q is a matrix representation of the 2D
ellipse with p̃TQp̃ = 0 for all homogeneous 2D points p̃ on the el-
lipse. Convert the ellipse Q to the physical scale as Qe := KTQK.
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Figure 3: Eye position estimation overview. The images in the
first row are output of Algorithm 1. From left to right: smooth-
ing (line 4), Canny edge detection (line 5), edge segmentation (line
7), RANSAC ellipses {Qlocal_best}, and the final Q. The second row
shows an original image and the visualization of an estimated 3D
eyeball with an annotation of the eye coordinate system E.

Then factorize Qe by the eigenvalue decomposition as Qe = UΛUT

to obtain the eigenvector matrix U and the eigenvalue matrix Λ. As-
sume that the three eigenvalues, α , β and γ are ordered such that
αβ > 0, αγ < 0, and |α |> |β |.

With g :=
√

β−γ
α−γ , h :=

√
α−β
α−γ , and undetermined signs {sk}3

k=1,
the 3D circle can be represented by the 3D limbus center position
tLT and the gaze normal vector nT in T as:

tLT :=
s3rL√−αγ

U

⎡
⎣ s2hγ

0
−s1gα

⎤
⎦ , nT := U

⎡
⎣ s2h

0
−s1g

⎤
⎦ . (7)

Under the two-sphere eye model, the eye position tET can then be
expressed for a given constant eye radius rE as:

tET = tLT −
√

r2
E − r2

L nT . (8)

Due to {sk}3
k=1, there are up to 23 = 8 mathematically valid solu-

tions for tET . Applying the assumptions that the eyeball is in front
of the camera and that the gaze vector is oriented toward the cam-
era, the ambiguity can be reduced down to 2. In general, resolving
this remaining ambiguity requires additional prior knowledge such
as anthropometric properties of the eyeball or constraints from rela-
tionships between both eyes. The next section explains our disam-
biguation approach based on the temporal consistency of a single
eyeball position. Fig. 3 top right and bottom right visualize Q and
tET respectively. In our implementation, rL is set to 5.5 [mm] and rE

to 12.6 [mm] according to Nitschke et al. [24].

3.3.2 Eye Position Disambiguation
The 3D eye position estimation method gives true and false esti-
mates as described in the above section. Our basic idea is to dis-
ambiguate between them by sampling multiple eye images taken in
a row, and finding a consistent combination of the estimates across
time. The underlying assumption is that eye positions during a cal-
ibration stay the same or at least similar to one another.

Thus the correct estimates from several images should yield eye
center positions that are very close to one another. Once a combi-
nation is obtained, the final estimate tET can be generated by taking
their mean or median, or by estimating a time series of them. In the
current system, k-means clustering [18] with cluster size k = 2 is
employed to find the combination. After the clustering, the median
of the cluster with the smallest within-class variance is used as the
final eye position estimate.

Although the above method is applied in the experiment section,
a simple median across all true and false estimates (namely, k = 1)
also gave a result with a similar tendency.
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Figure 4: Disambiguation of raw 3D eye positions for 4 eye-image
sets collected in a row: 3D visualization of the raw eye positions
and final estimates tET by two different approaches, and a boxplot
of the final estimates.

Fig. 4 shows a set of eye position estimates and final estimates
tET . The sets of estimates were computed from each of 4 sets of
eye images taken during 4 SPAAM calibrations (data sequence 1,
as explained in Section 5). Each image set consisted of between 10
and 28 images. The k-means-based method and the simple median
had a similar estimation variance of σ2 ≈ 1.6e−6[m].

3.3.3 2D Limbus Ellipse Extraction
Our method to extract 2D limbus ellipses from eye images consists
of 2 steps: detection of the limbus image region and extraction of
limbus edges. Algorithm 1 describes our procedure.

The first phase (line 2) employs an open-source Haar-like iris de-
tector1 made by Swirski et al. [31]. Given an eye image, the detec-
tor returns an estimated 2D iris center and the surrounding region
of interest (ROI) information. We expand the output ROI region
from the central iris area to also cover the surrounding limbus area
because the limbus radius is static while the iris’s is not. The 3D
eye position estimation algorithm needs a constant radius.

The second phase (lines 4-28) extracts the limbus ellipse from
the ROI. We have adapted the algorithm by Swirski et al. [31] to
our purpose of detecting the limbus rather than the iris. The image
is smoothed by a morphological opening operation and Gaussian
blurring to obtain smoother edges around a limbus. Canny edge
detection then computes a binary edge image (lines 4-5).

Next, isolated edge segments E are extracted from the edge im-
age (line 7). In Swirski’s code, the star burst algorithm was applied
to obtain the iris edge pixels. However, this cannot be easily applied
to our limbus case since eyelids often hide the top and bottom edges
of the limbus. Thus, we erase edge pixels that are connected in hor-
izontal chains and we subdivide the edge segments recursively (line
7). Due to this heuristic, the algorithm does not create long edges
that contain false edge pixels stemming from eyelid-limbus borders.
The obtained edges are then sorted by length. Only the top N edges
are selected for further processing and the edges are re-fitted at sub-
pixel precision (lines 9-12).

The algorithm subsequently (lines 19-25) uses a RANSAC ap-
proach fitting a tentative ellipse to each pair of edges (i.e. N(N−
1)/2 pairs) and computing a score defined by the number of inliers
among all pixels in the edge pair. Suitable heuristic criteria (ellipse
properties such as its size, angle, center position etc.) are used to
discard inappropriate ellipse candidates Qlocal_best (line 27). For in-
stance, the eye center should stay inside the image. The top row of
the pictures in Fig. 3 shows an example of the series of intermediate
outputs of the second step.

4 TECHNICAL SETUP

For the practical use of calibration methods, it is critical to establish
a setup procedure. Following the mathematical formulation of our

1http://www.cl.cam.ac.uk/research/rainbow/projects/pupiltracking/



Algorithm 1: Pseudo code for the limbus ellipse estimation.
input : Eye Image I
output: 2D limbus ellipse Q

1 // PHASE 1
2 IL←LIMBUS-DETECTION(I) // From [31]

3 // PHASE 2
4 IL← IMAGE-SMOOTHING(IL)
5 IE←CANNY-EDGE-DECETION(IL)
6 // Collect non-horizontal edge segments
7 E←EDGE-SEGMENTATION(IE )
8 // Chose top N edges by their length
9 E←TOP-LENGTH-EDGES(E)

10 // Refine points on each edge
11 foreach Ei ∈ E do
12 Ei←SUBPIXEL-FITTING(Ei)

13 Sglobal_best← 0, Q← null
14 // Find Ellipse for each edge pair
15 foreach

{
Ei,E j

}⊂ E s.t. i �= j do
16 edge← Ei∪E j
17 // Ellipse fitting by RANSAC
18 Slocal_best← 0, Qlocal_best← null
19 repeat Nmax times
20 points←RANDOM-SAMPLE(edge, 5)
21 Qk←ELLIPSE-FITTING(points)
22 // Count the # of inlier points
23 Sk← INLIER-COUNT(Qk,edge)
24 if Sk < Slocal_best then
25 Slocal_best← Sk, Qlocal_best←Qk

26 // Update the best ellipse
27 if Slocal_best < Sglobal_best then
28 Sglobal_best← Slocal_best, Q←Qlocal_best

calibration algorithm in section 3, this section describes procedures
to obtain the required display parameters for the algorithm.

4.1 Hardware setup
We have built an OST-HMD system equipped with an eye tracker,
as described below and in Fig. 1. We use nVisor ST60 from NVIS
– an OST-HMD with 1280x1080 resolution. Although the display
is stereo capable, only the right eye display is used for the current
setup. An outward looking Logitech Webcam C200 serves as the
world coordinate system W . It provides 640x480-pixel video and
is attached to the OST-HMD. The display and the camera are both
connected to a commodity laptop.

For the eye tracker T , a Raspberry Pi CSI Camera Module (or
RaspiCam) is used. It is connected to a Raspberry Pi board and they
are both attached to the OST-HMD (see Fig. 1). The position of the
module was chosen to be at the bottom of the right display lens of
the OST-HMD so that the module can capture the right eye of an
operator easily. Although the module can provide 5MP (2592x1944
pixel) static images maximum, its hardware-encoded H.264 1080p
(1920x1280) video stream is sent and resized to HVGA(480x320).

The video stream was transferred by the board to the laptop
through a wired local network using gstreamer 1.0. It is received
by the laptop using the VLC player. The default focal length of
the module is too far for capturing eye images from near distance.
Thus its lens component is carefully unsealed and reconfigured for
suitable focal length.

4.2 System calibration
To apply our method to an OST-HMD system, such as the one de-
scribed above, we have to precalibrate the system such that the cal-
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Figure 5: A multi-marker setup used for calibrating (RWT , tWT ) :
multi markers only (left), with the OST-HMD (right). The distances
between markers and the cameras are less than 10 cm.

ibration parameters listed in Table 1 become known.
In our system, both cameras are calibrated beforehand by using

printed checkerboard patterns of different sizes. An open-source
MATLAB toolbox2 is used for the calibration.

Calibration of {RWT , tWT}: The parameters describe the rela-
tionship between the eye tracker and the world camera. Since both
are optical sensors, visual tracking using fiducial markers can de-
termine their 6 DoF poses relative to the markers. Therefore, by
letting them observe several markers that are jointly registered to a
common coordinate system, we can compute the required param-
eters. We employed a multi-marker setup as depicted in Figure 5.
Our setup uses printed square markers which are installed on pla-
nar world objects and rigidly fixed with respect to one another. The
marker positions were measured beforehand to identify their spatial
relationship by using the Ubitrack library [22, 12]. Then our OST-
HMD system was placed in the environment such that both cameras
can see at least one of the markers of the scene. Finally, the relative
pose between the tracker and the world camera is derived via the
multi-marker coordinate system using the library.

Calibration of RWS: This parameter is the rotation from the
world to the virtual screen coordinate system. The easier of two
ways is to apply SPAAM for the OST-HMD once - independently
of further use of SPAAM. In that case, RWS can be obtained as one
of the calibration parameters.

A second way towards recovering this rotation from the world to
the screen coordinate system is to use the display calibration proce-
dure of DRC [26]. The method uses a camera to capture the virtual
screen from different view points. Then, it computes the parame-
ters by reconstructing the 3D position of a pattern displayed on the
virtual screen. The method is a bit more complicated, but it does
not require any user interaction and thus might be more robust.

Calibration of
{

tWS,αx,αy
}

(Option 1): These parameters are
necessary when one uses the eq. (4) for the method. These parame-
ters define the position of OST-HMD’s virtual screen relative to the
world, and scaling factors that convert points on the virtual screen
in real scale into the image as pixels. The DRC display calibration
[26] can also provide this information.

Calibration of
{

KE0 , tWE0 , [tWS]z
}

(Option 2): These param-
eters are necessary when one uses the eq. (5) for the method.
This option was used instead of the other one for the simplicity
of its calibration requirement. A SPAAM calibration can give the{

KE0 , tWE0

}
. The distance, [tWS]z, from the world coordinate sys-

tem to the virtual screen plane is ideally estimated by a method
like DRC. Instead, we performed a calibration relying on a man-
ual focus camera. We placed the camera so that it focuses on the
virtual screen, then the obtained focal length was further subtracted
by manually-measured distance between this camera and the world
camera on the display. In our case, the distance was about 78 cm.

2http://www.vision.caltech.edu/bouguetj/calib_doc/



5 EXPERIMENT

5.1 Design of the test process
As argued in section 1, OST-HMDs are not stable on users’ heads
during use in real AR applications. Currently, SPAAM-like meth-
ods are common practice, requiring users to align 3D targets to
2D points on the display screen. But, for the sake of time, users
may compromise, staying on old calibration parameters rather than
reperforming a tedious calibration routine (Degraded SPAAM). In
sections 3 and 4, we have presented an eye tracking-based approach
towards interaction-free display calibration.

We have evaluated the performance of our method (proposed
condition) compared to SPAAM (training-error condition) and to
Degraded SPAAM (test-error condition). Fig. 6 shows an overview
of the process.

5.1.1 Data acquisition

Prior to the evaluation, we acquired a series of data sets. Each set
consists of 20 2D-3D point correspondences, with each 3D world
point having been manually aligned to a 2D point on the screen (aka
SPAAM). The 3D points were distributed across an area of about
90x50x60 cm3 (width, height, depth) centered around position (-4,
3, -100) [cm] relative to the operator. During this process, we also
recorded 15 eye images per 2D-3D point correspondence (i.e., 300
images in total). The top row of Fig. 6 illustrates the step in form
of a pink and a green box. The 2D-3D correspondences formed
the basis for a SPAAM-based estimation of the display projection
matrix (blue box). The eye images were used to compute a series of
3D eye positions using our proposed algorithm (orange box). We
call such a data collection session a block.

A total of 4 data collection sessions were performed while the
HMD was kept as stably as possible on the user’s head ( top row
of Fig. 6). After the first sequence, the OST-HMD was taken off
from the head and put back on to simulate a degraded calibration
situation. Then, the second set of blocks was collected in the same
manner as the first one (indicated in Fig. 6 by variable N = 1,2).
These two sequences form the ground-truth (GT) data which are the
basis for subsequent evaluations of the three evaluation conditions.

Further details of the eye image acquisition process: The
eye images were acquired manually and then processed automati-
cally to obtain eye positions. Images for which the algorithm failed
to extract eye positions were identified manually. This way, outlier
images stemming, e.g., from blinking eyes, motion-blurred eyes,
strong inward-light reflection etc. were eliminated manually. Yet,
both true and false position estimates were passed to the calibration
algorithm and disambiguated automatically, as described in section
3.3.2. An extra visible light source was used due to the limited
brightness caused by the OST-HMD.

5.1.2 Data evaluation process

Training-error evaluation: We selected one of the four blocks
of a sequence N to conduct a SPAAM calibration. The other three
blocks of the same sequence N were subsequently used to evaluate
the quality of the SPAAM calibration, using the evaluation proce-
dure of section 5.1.3. Switching the block for the calibration and
redoing the same, a total of 24 (4× 3× 2) error measurement sets
were obtained. The second row of Fig. 6 shows the procedure of
this evaluation.

Test-error evaluation: We used a block from one sequence,
N, for the SPAAM calibration and tested the results against the
four blocks from the other sequence N′ – simulating the Degraded
SPAAM condition in which a user continues using the same ini-
tial display calibration after the display was moved. This yields 32
(4× 4× 2) sets of error measurements. The third row of Fig. 6
shows this evaluation procedure.

･･･

Seq. N

Seq. N

2D-3D Eye Img.

Projection Eye Pos.

- Data Acquisition

Sequence N (N=1,2)

Block 1

- Evaluation of the training-error condition (SPAAM)

- Evaluation of the test-error condition (Degraded SPAAM)

Seq. N

- Evaluation of the eye tracker-based method (Proposed)

Block 2 Block 4Block 3

KE0 as an offline display parameter (Option 2)

Seq. N’ ( N)

Figure 6: Overview of the experiment: the data acquisition (top
row), the training-error condition (second row), the test-error con-
dition (third row), and our proposed condition (bottom). Arrows
in the evaluation diagrams indicate which data source from which
block and sequence is to be projected and compared w.r.t. which
GT data of which other block and sequence. For clarity, only one
Projection cell is chosen to visualize the arrows.

Evaluation of our proposed method: For all eye image sets
in each block, we applied the eye pose estimation method described
in Section 3.3. The required precalibration parameters were esti-
mated once, as described in session 4. Option 2 in Table 1 was used
to compute projection matrices for our method. Remember that
the dataset used for this precalibration was collected in the same
manner as for the acquisition of the blocks, yet the dataset was not
included in the 8 blocks for a fair comparison. The bottom row of
Fig. 6 shows the evaluation procedure.

5.1.3 Evaluation algorithm

Our evaluation aims to determine how well an estimated eye posi-
tion approximates the true one that existed during the ground-truth
data acquisition process. The following indirect and direct error
measurements are employed.

2D projection error: This indirect error is considered as an
image-based indicator of the estimation quality of the eye position.
Firstly, 3D points of the GT data set are reprojected by the estimated
projection matrices. Then the error is computed as the average dis-
tance between the reprojected points and the GT 2D points. This
error is computed for each pair of estimated projections and the GT
data set in the three evaluations of the previous section.

3D eye positions: 3D eye positions can be decomposed from
the projection matrices by SPAAM. Thus, for each block, we com-
pare the positions with the ones given by our 3D eye position esti-
mation.

5.2 Results
Comparison of 2D projection error: Fig. 7 shows the anal-

ysis of the 2D projection error of each algorithm. In the following
analysis, we have excluded a single outlier of the SPAAM calibra-
tion for fair comparison regarding mean values.

The mean 2D projection error of the proposed method is larger
than that of SPAAM, and their difference is statistically significant
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Figure 7: (left) A boxplot of the 2D projection analysis with the y
axis showing the mean squared error distance. (right) Plot of both
the projected points and the GT points .

in a two-sample t test
(

p≈ 5.01e−5 < 0.05
)
. However, the vari-

ance of the error for SPAAM
(
σ2 ≈ 1.56

)
is larger than that for

the eye tracker-based method
(
σ2 ≈ 1.09

)
even though an outlier

was excluded. Thus, in the display-head fixed situation, SPAAM
achieves higher quality than our method, yet it might be unstable
when users need to recalibrate the system often. This negative effect
in SPAAM calibrations is further amplified in Degraded SPAAM.
In turn, it can be expected that our proposed method is better than
Degraded SPAAM since it is independent of the change of the dis-
play position relative to user’s head.

The mean error of the proposed method is smaller than
that of Degraded SPAAM at a statistically significant level(

p≈ 6.07e−8 < 0.05
)
. Besides, the error variance of Degraded

SPAAM
(
σ2 ≈ 2.01

)
is worse than that of our proposed method.

Thus, once users start compromising speed for precision by reusing
old calibration parameters, our proposed method can provide more
accurate and precise projection results.

A potential reason for the difference between our proposed
method and the SPAAM methods can be illustrated in the following
analysis of the 3D eye positions.

Comparison of 3D eye positions: Fig. 8 shows an analysis
of the estimated eye positions in the world coordinate system, using
eye positions from datasets N = 1 and 2 (left and right subfigures).

The first row illustrates the distribution of estimated eye posi-
tions as boxplots separately for x, y and z. It shows that the SPAAM
method causes a large variance along the z-axis – the viewing direc-
tion of eye, with about±3 cm in each sequence. This error tendency
coincides with the SPAAM analysis results by Axholt et al. [2, 1].
On the other hand, eye positions estimated by the proposed method
have smaller variance. This feature is preferable since it makes the
calibration system more consistent.

The second row shows distances between eye positions and their
mean position. The subfigures illustrate a similar trend. The un-
stable characteristic propagates to the projection matrix at the end,
causing 2D projection errors with larger variance in SPAAM than
in eye tracker-based calibration. The last row of Fig. 8 visualizes
the 3D eye positions showing a much larger variance for SPAAM
(green) than for our proposed method (red).

5.3 Discussion
Throughout the experiment, the eye tracker-based method achieved
better calibration quality compared to Degraded SPAAM. Yet, it did
not work better than SPAAM in terms of the 2D projection error.
There are several types of possible reasons for this.

The first is the estimation quality of the offline calibration param-
eters. For example, in our implementation, the distance from the
world camera to the virtual screen was crudely measured by hand
with a manual focus camera (see section 4.2). Furthermore, our
formulation to compute projection matrices reuses a projection ma-
trix obtained by another calibration method (here: SPAAM). Thus
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Figure 8: Analysis of 3D eye positions tWE : (a) Boxplots of the
positions, (b) Variance of their distance from their mean positions,
and (c) a 3D visualization of the points.

the maximal calibration accuracy that our method could achieve for
the static head-display setup might be upper bounded by that of
SPAAM. This hypothesis can be tested by conducting a complete
virtual display calibration. A method such as the DRC [26] can
be an option for such an investigation. Also, as mentioned in their
work, a virtual display possibly has distortion due to its complicated
optics, and thus certain “undistortion” might be required. For ex-
ample, recent work by Lee and Hua [17] tackles this problem using
a nonlinear distortion model from computer vision.

A second possible type of error is related to the eye tracking part.
It requires several anatomical parameters related to the human eye-
ball, such as its radius and the limbus radius. These values should
be different for each individual. Furthermore, the simplified 3D eye
model used in the algorithm might be insufficient for the applica-
tion. For example, the assumption that the visual axis of the eye is
aligned with the optical axis does not hold in general. This might
add a systematic error bias to the eye pose estimation. However,
our informal examinations that analyze the noise tolerance of our
method by perturbing parameters of the eyeball indicate that they
had a lower impact on the projection error than adding noise to the
virtual screen parameters.

Thorough investigations of potential error sources need to be
conducted to further improve the performance of the interaction-
free calibration method.

6 CONCLUSION AND FUTURE WORK

This paper presented an interaction-free calibration method for
OST-HMDs utilizing 3D eye localization. The method estimates



the projection matrix by using static calibration parameters of an
OST-HMD and online eye position measurements. The experiment
shows that our calibration is more stable than the SPAAM calibra-
tion in terms of the 2D reprojection error and the estimated 3D eye
position. Furthermore, our method performs better than a degraded
SPAAM setup where users stay on an old set of calibration param-
eters – which is often the case in AR applications.

Future work directions involve the integration of a precalibration
procedure to obtain complete virtual display parameters, the anal-
ysis of error sources, and sophistication of the eye tracking system
with consideration to real-time capability.

Furthermore, many user-oriented issues arise – how can a sys-
tem detect that the current calibration has collapsed and needs to be
redone? Are there good gaze directions that produce better calibra-
tion accuracy? And if so, how can the system benefit from that at
recalibration time without putting burden on the users? Are even
frame-wise calibrations possible? These questions would be crucial
for making OST-HMDs practically usable.
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