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Orthopaedic surgeons are still following the decades old workflow of using dozens of 2D fluoroscopic images to drill through complex 3D

structures, e.g. pelvis. This paper presents a mixed reality support system, which incorporates multi-modal data fusion and model-based

surgical tool tracking for creating a mixed reality environment supporting screw placement in orthopaedic surgery. An RGBD camera is

rigidly attached to a mobile C-arm and is calibrated to the Cone-Beam Computed Tomography (CBCT) imaging space via iterative closest

point algorithm. This allows real-time automatic fusion of reconstructed surface and/or 3D point clouds and synthetic fluoroscopic images

obtained through CBCT imaging. An adapted 3D model based tracking algorithm with automatic tool segmentation allows for tracking of the

surgical tools occluded by hand. This proposed interactive 3D mixed reality environment provides an intuitive understanding of the surgical

site and supports surgeons in quickly localizing the entry point and orienting the surgical tool during screw placement. We validate the

augmentation by measuring target registration error (TRE) and also evaluate the tracking accuracy in presence of partial occlusion.

1. Introduction: Minimally invasive orthopaedic surgical

procedures can be technically challenging for a variety of reasons

including complex anatomy, limitations in screw starting point

and trajectory, and in some cases a slim margin for error. For

example, during percutaneous pelvis fixation, screws are placed

through narrow tunnels of bone in the pelvis. The orientation of

these osseous tunnels is complex and a slight deviation of a guide

wire (k-wire) from the desired path could result in severe damage

to vital internal structures.

Mobile C-arms are frequently used in these procedures to

provide intra-operative 2D fluoroscopic imaging. The usage of

intra-operative medical images results in reduction of blood

loss, collateral tissue damage, and total operation time [1].

Furthermore, imaging can negate the need for direct visualization

of osseous structures through extensile open incisions making

minimally invasive percutaneous techniques possible. However,

mental mapping between 2D fluoroscopic images, the patient’s

body, and surgical tools remains a challenge [2].

Typically, in order to place a K-wire or screw in a percutaneous

pelvis fixation procedure, numerous fluoroscopic images are taken

and several attempts may be required before the target is reached

from the correct orientation. This results in relatively high radiation

exposure and operating time in addition to potential harm to the

patient.

Medical augmented reality (AR) is gaining importance in these

interventions to facilitate the screw placement task; however, most

proposed AR solutions rely on complicated external navigation

systems and have, therefore, not been deployed to common

surgeries. In this paper, we propose a novel mixed reality support

system for screw placement by integrating and fusing 3D sensing

data, medical data, intra-operative planning, and virtually tracked

tools. This disruptive innovation in orthopaedic interventions allows

the surgeon to perform procedures in a more safe and efficient

manner.

1.1. State of the art: Surgical navigation systems are used to

track tools and the patient with respect to the medical images;

it, therefore, assist the surgeons with their mental alignment

and localisation. These systems are mainly based on outside-

in tracking of optical markers on the C-arm and recovering the

spatial transformation between the patient, medical images, and

the surgical tool. The modern navigation systems reach a sub-

millimeter accuracy [3, 4]. However, they do not significantly

reduce OR time, but rather require cumbersome pre-operative

calibration, occupy valuable space, and suffer from line-of-sight

limitations [5, 6]. Furthermore, navigation is mostly computed

based on pre-operative patient data. As a result, deformations and

displacements of the patient’s anatomy are not considered.

Alternative solutions attach cameras to the C-arm, and co-register

them with the fluoroscopic image [7]. The camera is mounted near

the X-ray source, and by utilizing an X-ray transparent mirror, the

camera and fluoroscopic views would be similar. Therefore, the

camera and X-ray origins are aligned, and they remain calibrated

due to the rigid construction. To overlay undistorted and semi-

translucent fluoroscopic images onto the live camera feed, optical

and radiopaque markers on a calibration phantom are detected

and aligned. The Augmented Reality (AR) provides an intuitive

visualisation of the fluoroscopic and a live optical views of the

surgical site.

These alternative solutions were tested during 40 orthopaedic and

trauma surgeries, and demonstrated promising improvement in X-

ray dose reduction and localisation in the 2D plane perpendicular
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replace the judgement of the surgeons, but rather help them to align

their instruments with medial data quicker.

5. Conclusions: In this work we adapt advanced vision-based

methods to track surgical tools in C-arm guided interventions. The

tracking outcome is integrated in a mixed reality environment.

Our proposed mixed reality system supports the surgeon with

the complex task of placing tools in 3D and helps them localise

a starting point on their pre-operative planned trajectory faster

without using fluoroscopic images. As a result, it can improve the

efficiency in the operating room by shortening the operation time,

reducing the surgical task load, and decreasing radiation usage.

In conclusion, this paper presents an intuitive intra-operative

mixed reality visualisation of the 3D medical data, surgical site,

and tracked surgical tools using a marker-less tracking algorithm

for orthopaedic interventions. This method integrates advanced

computer vision techniques using RGBD cameras into a clinical

setting and enables the surgeon to quickly reach a better entry point

for the rest of the procedure. The authors believe that the system is

a novel solution to intra-operative 3D visualisation.
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