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Abstract Purpose: Flexible fiberoptic bronchoscopy is a widespread medical
procedure for diagnosis and treatment of lung diseases. Navigation systems
are needed to track the flexible endoscope within the bronchial tree. Elec-
tromagnetic (EM) tracking is currently the only technology used clinically for
this purpose. The registration between EM tracking and patient anatomy may
become inaccurate due to breathing motion, so the addition of image-based
tracking has been proposed as a hybrid EM-image based system.

Materials & Methods: When EM tracking is used as an initialization for
image registration, small changes in the initialization may lead to different
local minima, and noise is amplified by hybrid tracking. The tracking output
is modeled as continuous and uses splines for interpolation, thus smoothness is
greatly improved. The bronchoscope pose relative to Computed Tomography
(CT) data is interpolated using Catmull-Rom splines for position and spherical
linear interpolation (SLERP) for orientation.

Results: The hybrid method was evaluated using ground truth poses manu-
ally selected by experts, where mean inter-expert agreement was determined as
1.26 mm. Using four dynamic phantom data sets, the accuracy was 4.91 mm,
which is equivalent to previous methods. Compared to state-of-art methods,
inter-frame smoothness was improved from 2.77-3.72 mm to 1.24 mm.

Conclusion: Hybrid image and electromagnetic endoscope guidance pro-
vides a more realistic and physically plausible solution with significantly less
jitter. This quantitative result is confirmed by visual comparison of real and
virtual video, where the virtual video output is much more consistent and ro-
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bust, with fewer occasions of tracking loss or unexpected movement compared
with previous methods.

1 Introduction

Lung cancer is the leading cause of cancer death worldwide [22]. Flexible bron-
choscopy is a routine procedure for diagnosis and treatment of lung diseases,
and one of its most common applications is transbronchial biopsy (TBB) of
suspected lung lesions. TBB is commonly performed after lung lesions have
been identified on CT images, and it is definitely beneficial to transfer this
three-dimensional (3-D) information to the operating room. Bronchoscopy is
a monitor-based procedure, and augmentation of video images with overlay
images for guidance or targeting is straightforward. This promises high clini-
cal acceptance due to smooth integration into the clinical workflow.

Due to line of sight issues, it is not possible to use optical tracking. Also, due
to the flexibility of the instrument, it is not possible to infer precise informa-
tion about the position and orientation of the endoscope tip from parts outside
the body. This leaves electromagnetic (EM) tracking as the method of choice,
which has also been clinically established for navigated bronchoscopy [44,17,
40], and which is used in the commercially available iLogic bronchoscopy nav-
igation system (superDimension, Minneapolis, MN, USA).

However, EM tracking only measures position and orientation in space,
i.e. not directly in relation to patient anatomy. The registration between EM
tracking and patient anatomy may become inaccurate due to breathing motion,
therefore the combination with image-based tracking was proposed by Mori et
al. [31]. Image-based tracking is less affected by breathing motion, since the
endoscope is moving together with the surrounding anatomy. For image-based
tracking, a cost function is minimized, which corresponds to the differences
between the real endoscope image and the CT image, and the result of the
optimization is usually a local minimum of this cost function.

Hybrid tracking complements the advantages of image-based tracking and
EM tracking, since image-based tracking is inaccurate for frames with little to
no information due to low contrast. EM tracking suffers from noisy artifacts
while the sensor is moved [21], and relative errors due to patient respiration or
heartbeat. However, with a hybrid method, not only noise, but also imperfect
translation is propagated. From these limitations, the hybrid tracking method
was further improved, e.g. by Deguchi et al. [9], Soper et al. [45], and Luo et
al. [27,28].

Related Tracking Technologies: Besides EM tracking there are a number of
alternative tracking technologies, as discussed below.

Inertial Tracking: Certain kinds of gyroscopes may be used for inertial
tracking. Inertial sensors may be very small, like electromagnetic tracking sen-
sors, and can be unobtrusively integrated in instruments, e.g. for endoscopic
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image re-orientation [19], but due to the integration of measurements, even
small errors lead to a strong drift, which needs intermittent correction.

Transponder Localisation: New developments in radio frequency identifica-
tion (RFID) technology enable millimetre accuracy localisation of RFID tags
using phase difference [18,51]. Due to its wireless nature, the inherent identi-
fication capability, and the extremely small size of RFID tags, this technology
is very promising, but has not yet been applied in clinical environments.

The “GPS for the Body” is a wireless localisation system (Calypso, Seattle,
WA, USA). With this system, a set of three transponders (8.5 mm length)
is used to track a single target’s position. For real-time organ tracking in
prostate radiotherapy an error of 2.0 mm or better was determined [4,52,
25], and integration into an augmented reality system was proposed [34]. In
another system an implanted permanent magnet can be localised by sensors
outside the body [41].

Fibre-Optic Tracking: Owing to modern optics, it is possible to measure
strain and temperature quasi-continuously along an optical fibre. Commer-
cially available reflectometers (Luna Technologies, Blacksburg, VA, USA) can
measure 7 million data points along a 70 m long fibre, which corresponds
to a spatial resolution of 10 µm. The commercially available “ShapeTape”
device (Measurand, Fredericton, Canada) has already been used to track a
two-dimensional (2-D) ultrasound probe for freehand 3-D ultrasound [36,20],
for endoscopic 3-D ultrasound systems [24], or for measurement of body-seat
interface shape [26], but accuracy was too low to be useful [24,3].

Smooth Hybrid Electromagnetic and Image-Based Tracking: In general, any
rigid registration between CT and EM tracking coordinate systems will become
inaccurate due to breathing motion. In order to track the endoscope motion
relative to patient anatomy, these dynamic inaccuracies need to be corrected
and image-based tracking methods have been presented. While the common
objective has been optimal accuracy, with hybrid EM and image-based track-
ing methods small changes in the EM measurements can also lead to large
jumps between local minima after image-based registration. Such jumps in
the tracked endoscope position and orientation affect where augmented reality
overlays are placed, leading to a shaky visualization. It has been recognized
in the augmented reality scientific community, e.g. by Azuma and Bishop [2],
that such high-frequency jitter appear to users as objectionable oscillations,
which do not correspond to the user’s actual motion and may lower perfor-
mance and user acceptance. Smoothing the input signal is ineffective, since
low-pass filtering adds latency. A new approach to this problem is modeling
the true trajectory as continuous. This will yield a more consistent, physically
plausible, and clinically acceptable tracking result. While a preliminary de-
scription of this method has been presented before [39], here we present it in
greater detail with more context and discussion.

In the following, we are going to present how we create virtual images from
the patient CT data, how we use these for hybrid electromagnetic and image-
based tracking, and how we enforce smoothness and continuity of the output.
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Fig. 1 Navigated bronchoscopy user interface with real bronchoscopic image (left), virtual
bronchoscopic image rendered at current position and orientation (centre), and chequerboard
overlay (right).

While the main contribution of our method is an improvement of smoothness,
we also evaluate the accuracy of our method with respect to ground truth data
from human experts, in order to demonstrate that the improved smoothness
is not achieved at the cost of reduced accuracy. Then, we discuss our method
and results and we relate the proposed method to the state of the art in the
scientific community.

2 Methods

Image-based endoscope tracking can be considered as intensity-based registra-
tion of multiple 2-D video images and one 3-D CT volume. There has been
a large body of work on 2-D/3-D registration, mostly considering registration
of 3-D CT or Magnetic Resonance Imaging (MRI) data to intra-operative 2-D
X-ray imaging [29]. For bronchoscopy, so-called virtual bronchoscopy has been
proposed, and may be used for 2-D/3-D registration.

For virtual bronchoscopy visualization of any CT data sets we use an iso-
surface renderer to compute a bronchoscopy-like image on the graphics pro-
cessing unit (GPU), as shown in Fig. 1. For each pixel, from the position of the
virtual camera a number of rays is cast in the viewing direction, and the near-
est intersection with a given threshold value is determined and rendered. Due
to the interpolation capabilities of the GPU, the resulting surface is smooth
and closely corresponds to a surface obtained by an airway segmentation by
region growing [32,43,48].

As already introduced in the previous work [39], for smooth hybrid EM
and image-based tracking we need to model the real bronchoscope motion
as continuous. When electromagnetic tracking is used as an initialization for
image registration, small changes in the initialization may lead to different
local minima, and noise is amplified by hybrid tracking. By modeling the
output as continuous and using splines for interpolation, smoothness is greatly
improved.

Such a continuous description of bronchoscope pose at time t is given by
its position p(t) and orientation q(t). Since both the real movement of the
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bronchoscope and the movement of anatomy (breathing, heartbeat, etc.) are
spatially smooth over time, movement of the bronchoscope relative to patient
anatomy is smooth as well.

Control points are assigned to frames with a pre-determined regular time
spacing s, e.g. one control point every five frames, and initialised with the orig-
inal EM tracking measurements. For interpolation of position we use Catmull-
Rom splines [7], a special class of cubic Hermite splines, where tangents are
continuous over multiple segments. The resulting curve is continuously differ-
entiable and passes directly through the control points:

p(t) =
1

2
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where pi−1...i+2 are positions of consecutive control points, b·c is the floor oper-
ator, i = bt/sc is a control point index, and u = t/s−bt/sc is the interpolation
ratio between control points pi and pi+1.

For orientation we use quaternions, because they allow a continuous rep-
resentation without gimbal lock. Then, for interpolation between quaternions
we use spherical linear interpolation (SLERP) [42], which provides “smooth
and natural” motion:

q(t) = qi (q−1
i qi+1)u =

sin(1− u)θ

sin θ
qi +

sinuθ

sin θ
qi+1, (2)

where θ is the rotation difference between qi and qi+1. Initial parameters
pk and qk for all control points are taken directly from the EM tracking
measurements.

Then, for each control point i its position pi and orientation qi are op-
timized with respect to a cost function E(p,q). For the matching the 2-D
bronchoscope images and the 3-D CT data set, we perform volume rendering
of the CT data and create a virtual bronchoscopic image IV (pk,qk) in terms
of a camera with position pk and orientation qk.

Adding regularizing measures, which incorporate EM tracking data and
bending forces along the trajectory, we seek to maximize

E(p,q) = S(p,q)︸ ︷︷ ︸
similarity

− λ1 ·RT (p,q)︸ ︷︷ ︸
displacement

−λ2 ·RB(p)︸ ︷︷ ︸
bending

, (3)

where λ1 and λ2 are weighting parameters. The cost function E(p,q) is only
evaluated for control points, but for each control point, data from all the frames
in its support is aggregated and used for updating the control point. Frames
outside its support are not influenced by movement of this control point, so
computation of the cost function can be decoupled for each control point. In
addition, since the total number of frames is constant, the total computational
effort does not depend on the number of control points.



6 Tobias Reichl et al.

The similarity S(p,q) between real and virtual images is computed via the
local normalized cross correlation (LNCC)

S(p,q) =
∑
k

LNCC(IR(tk), IV (pk,qk)), (4)

where k is an image index in the neighborhood of the current control point,
IR(tk) is the real image at time tk, and IV (pk,qk) is the virtual bronchoscopic
image. The patch size for LNCC was set to 11 × 11 pixels. The gradient of
S(p,q) for each control point i can be approximated from the frames in its
support (i− 2, i+ 2) via finite differences. This is closely related to bundle ad-
justment, where multiple images are registered for fiber-optic video mosaicking
[1].

In order to penalize image artifacts, we penalize displacement from the
EM tracking measurements trough a spring model. According to Hooke’s law,
spring force is proportional to displacement, so tension is

RT (p,q) =
∑
k

[α · ‖pk − pk,0‖+ θ(qk,qk,0)] , (5)

where pk,0 and qk,0 are the position and orientation measured by EM tracking
at time tk, and the rotation difference θ(qk,qk,0) is computed as the angular
component of the difference quaternion. α is the ratio between rotational and
translational spring constants and was set to 3.10◦/mm, i.e. the ratio of errors
observed with the human experts when recording ground truth data.

In addition to the inherent smoothness of the spline curve, another term pe-
nalizes large translations between control points. According to Euler–Bernoulli
beam theory, the bending moment of the trajectory is proportional to its cur-
vature, so we choose analogously

RB(p) =
∑
k

∥∥∇2
kpk

∥∥. (6)

We iteratively estimate the optimal parameters for E(p,q) by gradient
descent. The updated parameters pu and qu are given by

∇E(p,q) = ∇S(p,q)− λ1 · ∇RT (p,q)− λ2 · ∇RB(p,q) (7)

(pu,qu)← sign(∇E(p,q)) ·min(τ · ‖∇E(p,q)‖, δ), (8)

where τ is a magnitude control parameter, and δ is the maximum step width.
A flow-chart of our method is presented in Fig. 2.
During optimization, only data for a neighborhood of frames needs to be

available, so frames can be processed in sequence like with previous approaches.
With real-time implementations, only frames up to the current time may be
considered. However, with off-line applications all data is available, so the
optimisation might “look ahead” for additional motion compensation.

Integration of other distance measures: The gradient is approximated via
finite differences, and the framework is extensible to include other measures,
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Fig. 2 Flowchart of hybrid EM and image-based tracking method. Position and orientation
are initialized from EM tracking, and this initial estimate is used to create a virtual 2-D
image from the 3-D CT volume. This virtual image is compared to the real image, and
the image similarity, smoothness constraint and EM tracking data are combined in the cost
function. In an optimization step, position and orientation are repeatedly updated, until a
stop condition is fulfilled.

even when a closed form description of the gradient is not available. Equa-
tion 3 can be extended to use other measures, e.g. displacement information
obtained from airway segmentation [38]. Such information can provide addi-
tional robustness, since outside airways image similarity is not meaningful.
If optimization includes the distance from the nearest airway voxel, this can
guide the optimization until image similarity is available again.

Registration Refinement: For each control point, its original EM tracking
measurements and its corresponding corrected position and orientation are
available. Thus, after a trajectory has been processed once, it is possible to
compute the optimal Euclidean transform between both point sets, i.e. be-
tween original and corrected positions. This is similar to an update step of
the iterative closest point (ICP) algorithm [5]. A visual inspection of all ac-
cessible branches is commonly recommended by medical guidelines prior to a
bronchoscopic procedure [16], and the refined and approved registration can
then be used for subsequent navigation and visualisation, well integrated into
the clinical workflow.

3 Experiments

Evaluation Setup: We use a 3D Guidance EM tracking system (Ascension
Technology, Burlington, VT, USA) with a flat-bed field generator and model 130
sensors (outer diameter 1.5 mm, sensor length 7.7 mm, 6-D), and a BF-P260F
flexible fibre-optic bronchoscope (Olympus, Tokyo, Japan). One EM tracking
sensor was fixed inside the bronchoscope working channel. The size of the
endoscopic video frames is 362× 370 pixels.

The dynamic phantom is a CLA 9 (CLA, Coburg, Germany), which con-
tains five and more generations of bronchial branches and was chosen due to
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Motor

Fig. 3 Dynamic motion phantom (left) and description of phantom operation (right).

I
T

C
S

Fig. 4 Bronchoscope with embedded EM tracking sensor (left) and coordinate systems in-
volved (right): bronchoscope camera (C), CT image (I), electromagnetic tracking (T), and
tracking sensor (S) coordinate frames. The transformation TTS is measured, the transfor-
mations STC and ITT are calibrated, and the transformation ITC is optimized for each
frame.

its closely human-mimicking surface. It was connected to a motor (Lego, Bil-
lund, Denmark) via nylon threads (cf. Fig. 3), in order to physically separate
the metallic motor components from the phantom, where the measurements
were made. Four data sets consisting of video sequences and EM tracking data
recordings were acquired with different amplitudes of simulated breathing mo-
tion between 7.48 and 23.65 mm, which corresponds to motion amplitudes
determined for humans [15].

Both video sequence and CT data were stored in GPU memory, and virtual
bronchoscopic image rendering as well as similarity were computed on GPU
using OpenGL. Experiments were conducted on a standard workstation (Intel
Core Duo 6600, NVidia GeForce 8800 GTS with 96 cores).

A CT scan of the phantom was acquired with 0.5 mm slice thickness,
the resulting volume was 512× 512× 1021 voxels. The bronchoscope and the
different coordinate systems and transformations are shown in Fig. 4. For
point-based registration between CT and EM tracking coordinate systems,
29 external landmarks were used, and average residual error was 0.92 mm.

Other methods for registration between image and tracking coordinates
could be applied as well, e.g. using the ICP algorithm for matching recorded
positions to the airway centerlines [8], optimizing the fraction of recorded po-
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Fig. 5 Camera calibration screenshot with segmented inner corners of calibration pattern.
Please note the strong barrel distortion, or “fisheye” effect.

sitions within the airways [23], or possibly even include a first-order estimation
of breathing motion [11].

Camera calibration: Camera operation is described by the pin-hole cam-
era model. A high-contrast pattern with known geometry is used, from which
features are extracted, similar to Fig. 5. An estimate of the intrinsic parame-
ters is computed first, using a closed-form solution, and then all parameters,
including distortion, are optimised using an iterative technique as presented
by Wengert et al. [50].

3.1 Ground Truth Data

In previous works, tracking of bronchoscopic video relative to CT data was
usually evaluated via the duration of successful tracking [31], the fraction
of “correctly matched frames” [28], displacement from airway centreline [49],
fraction of positions within airways [23], or distance between successive result
positions [13]. Such criteria are either strongly dependent on data sets and a
subjective definition of “successful tracking”, or biased if the very same criteria
have been optimised before. The ground truth data problem was explained in
details by Mountney et al. [33].

As an extension of the “manual registration” approach by Soper et al. [45],
we proposed an evaluation based on expert-provided ground truth data [39]. A
direct deduction of clinical relevance is possible, and from the agreement within
experts and between multiple experts the limits of image-based methods can
be learned.

Ground truth data is independently and repeatedly collected by two ex-
perts, one expert bronchoscopist (A) and one scientist (B). Recording is started
from the first frame in each video sequence and a neutral, approximately cor-
rect position for the first frame. For each real image the position and orien-
tation of the virtual bronchoscopic image are manually adjusted using mouse
and keyboard, until both images match as closely as possible. Each expert is
blinded to the other expert’s results, as well as to his own results from previous
sessions. For each data set, the procedure was repeated up to four times with
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each expert. Since this process is extremely time-consuming, only a subset of
frames may be matched, evenly distributed over the full image sequence.

For analysis, pose data from multiple sessions is first averaged per expert,
then these intermediate results are averaged between all experts. Intra-expert
agreement and inter-expert agreement are computed as mean standard de-
viation of selected poses and averaged over all poses, either for each single
expert’s poses, or for all experts. These agreement values can then be used to
indicate general limits for approaches based on registration of real and virtual
bronchoscopy images.

In our case intra-expert agreement was 1.66 mm and 5.80◦ (A) and 1.44 mm
and 3.94◦ (B), and inter-expert agreement was 1.26 mm and 4.78◦. The ratio
between intra- and inter-expert agreement also indicates considerable overlap
between the experts’ results.

3.2 Accuracy Computation

Accuracy is typically used as a synonym of “trueness”, i.e. the expected devi-
ation of a measurement from the true reference value:

µp =
1

n

n∑
i=1

‖pi − p̂i‖ and µq =
1

n

n∑
i=1

θ(qi, q̂i), (9)

for translation and rotation, respectively, where pi and qi is the i-th measure-
ment of a fiducial, and p̂i and q̂i is the fiducial’s “forever unknown” [12] true
position and orientation, for which we acquired expert estimates. Accuracy
was evaluated for all frames, where ground truth was available. For frames not
at control points, their interpolated position and orientation was compared to
ground truth.

The mean inter-frame distance as a measure of smoothness was defined for
a sequence of positions p1 . . .pn as

1

n− 1

n−1∑
i=1

‖pi − pi+1‖ and
1

n− 1

n−1∑
i=1

θ(qi,qi+1), (10)

for translation and rotation, respectively.

4 Results and Comparison

We compare the proposed method to our own implementations of four previ-
ously published approaches, which have already been applied to similar trajec-
tories: bronchoscope tracking by EM tracking only [44], intensity-based regis-
tration (IBR) with direct initialization from EM tracking [31], IBR with dy-
namic initialisation from EM tracking [27], and IBR with a sequential Monte
Carlo sampler based on EM tracking [28]. Quantitative results for the accuracy
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Accuracy Smoothness

Solomon et al. [44]
5.87 ± 2.67 mm 3.20 ± 1.68 mm
10.55 ± 6.16◦ 3.40 ± 9.22◦

Mori et al. [31]
5.59 ± 2.91 mm 3.72 ± 2.23 mm
10.55 ± 6.37◦ 4.98 ± 10.89◦

Luo et al. [27]
5.17 ± 3.29 mm 3.24 ± 2.24 mm
10.75 ± 6.79◦ 4.57 ± 10.57◦

Luo et al. [28]
4.52 ± 3.08 mm 2.77 ± 2.08 mm
10.62 ± 6.14◦ 3.46 ± 9.46◦

Proposed Method
4.91 ± 2.57 mm 1.24± 0.82 mm
11.48 ± 6.09◦ 3.00± 8.36◦

Expert agreement/motion
1.26 mm 1.21 mm

4.78◦ 3.03◦

Table 1 Tracking accuracy and smoothness of our method compared to previous ap-
proaches. In middle column, mean error and standard deviation from to ground truth are
given for translation and rotation. Accuracy was evaluated for all frames, i.e. not only con-
trol points, and is equivalent within expert agreement. In right column, mean inter-frame
distance and standard deviation are given for translation and rotation. Smoothness is sig-
nificantly improved by the proposed method, compared to previous approaches, which do
not enforce smoothness.

Fig. 6 Left: frontal view of airway structure, trajectory from proposed method (solid blue),
and ground truth positions (black dots). Close-up region is indicated as green rectangle.
Right: close-up view of trajectories from the previous approach [28] (dashed red) and our
proposed method (solid blue), showing much smoother output of the latter.

relative to ground truth, and smoothness of the output in terms of inter-frame
distances are given in Table 1.

Accuracy was evaluated relative to expert-provided data, and the accuracy
of the proposed method is equivalent to previous approaches with regard to
expert agreement. In addition, our results for the accuracy of previous methods
agree with Soper et al. [45], who reported mean displacements of 2.37 mm and
8.46◦.

The proposed method shows significantly better smoothness than other
methods. In order to also visualize the difference, two output trajectories are
shown in Fig. 6. The close-up view shows significantly less jitter in the output
of the proposed method than of the previous approach previously presented
by Luo et al. [28], which did not enforce smoothness. As shown in the close-up
view, there were several local minima of the cost function in close proximity,
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which the optimization reached in succession. In contrast, due to enforcement
of smoothness with the proposed method, these minima were less attractive
during optimization.

It is important to note that the inter-frame distance cannot reach zero,
since it needs to accommodate the true motion as well. An estimate for the
true motion was computed as the average motion per frame between ground
truth poses defined by the human experts.

Computation time is 0.98 seconds per frame, i.e. between 12.8 and 14.9
minutes for the 781 to 911 frames of our video sequences. For other methods
a run time between 0.75 and 2.5 seconds [31,27,45,28] per frame is reported,
so our computation speed is equivalent to previous approaches.

5 Discussion

The accuracy of our method is equivalent to previous approaches, with a sig-
nificant improvement in smoothness. The remaining inter-frame distance is
close to the real bronchoscope motion, as determined from ground truth data.
Due to the smoothness improvement, our method by design provides a more
realistic and physically plausible solution to the tracking problem, which has
significantly less jitter. The quantitatively better smoothness results are con-
firmed by video output1, which is much more consistent and robust, i.e. with
fewer occasions of tracking loss or unexpected movement. In particular, the
significant improvement of angular jitter can be beneficial for augmented re-
ality set-ups. The filtering effect removes noise from the input, but can also
lead to some loss of detail, if e.g. the direction of motion changes. Smoothness
could also be achieved (at the cost of reducing accuracy and introducing la-
tency) with filtering, but with medical applications any loss of accuracy would
be hard to justify.

Soper et al. [45] reported a slightly lower error of 3.33 mm for their method
of tracking an ultrathin bronchoscope. However, the actual clinical relevance
of ultrathin bronchoscopes is low, as those have not yet proven diagnostic
advantages over conventional bronchoscopes [47,53] and do not provide any
steering mechanism. Also, Soper et al. only considered comparatively simple
trajectories consisting of one smooth, one-way motion from the trachea into the
peripheral lung. In contrast, recommendations for bronchoscopic procedures
commonly list e.g. the need to visually inspect all accessible branches at the
beginning of an intervention [16]. A typical trajectory will therefore consist of
much more irregular motion and more changes of direction.

We expect our method to be robust against transient artifacts occurring in
real clinical images, like specular reflections or bubbles, since groups of frames
are matched and smoothness is enforced. We used a particularly large number
of landmarks, in order to have an optimal initial registration for evaluation.
In clinical routine there will also be fewer landmarks available: Typically five

1 http://campar.in.tum.de/files/publications/reichl2012ijcars.video.avi
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to seven bronchial bifurcations can be used for registration [40]. However,
improvement of initial registration has been the focus of other works already
[8,23,11].

Our dynamic motion phantom contains five and more generations of bron-
chial branches (cf. Fig. 6). During clinical use, a set of smaller branches might
be encountered, but even when using ultrathin bronchoscopes, progress was
rather limited by bronchus size than by image-based tracking [45]. In the cur-
rent phantom design movement is mostly within the coronal plane and left-
right. However, our method does not impose any assumptions on the breathing
motion, which, depending on the degree of patient sedation, can be irregular
and interrupted by coughing or choking.

Future work will definitely include acquisition of ground truth data from
more interventional experts. However, in clinical routine time is a precious re-
source and the acquisition process is extremely time-consuming. When working
accurately, approximately 30-40 poses can be recorded per hour. In our case,
manual adjustment was done using mouse and keyboard, but in the future
could be performed more ergonomically with 6-D input devices like the Space-
Navigator (3Dconnexion, München, Germany) or PHANTOM Omni (Sens-
able, Wilmington, MA, USA). We would not expect any effect in the accuracy
of obtained results, since frames were optimized until the images matched sat-
isfactorily and time was not limited. However, we would expect data collection
to be performed quicker, when more advanced input devices are used.

As an alternative ground truth, landmarks could have been determined
in the CT image and videos, but then only in a fraction of the video images
those landmarks are visible, and especially the performance of a method in
the absence of landmarks is relevant.

The next step will be applying the proposed method to trajectories recorded
during actual interventions in humans. Since the dynamic motion phantom
sequences were recorded anticipating the real procedure, data acquisition can
be brought to the operating room with minimal interruption to the surgical
workflow.

Currently, our method uses iso-surface volume rendering, which allows real-
time adaption of rendering parameters, including the iso-value, which was
beneficial during development. However, the surface could be pre-computed
using airway segmentation, as proposed by e.g. Gergel et al. [13], and rendering
speed could be improved in the future using surface rendering. In addition,
current high-end GPUs could be used to take full advantage of the inherently
possible parallel computation of the cost function.

Electromagnetic tracking in principle can be negatively affected by metal-
lic components in the environment through Eddy currents and secondary EM
fields. However, off-the shelf cytology needles have been equipped with EM sen-
sors and found not to affect EM tracking [14]. Table-top field generators are
commercially available for the 3D Guidance (Ascension Technology, Burling-
ton, VT, USA) and Aurora (Northern Digital, Waterloo, ON, Canada) EM
tracking systems, which are immune to distortions from metals below the
transmitter, e.g. from operating room tables.
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One weakness of bronchoscope tracking by intensity-based registration of
images is that the position accuracy is worse along the view direction than lat-
erally. Translations along the view direction result in only small changes in the
image similarity, and this is obscured further by the remaining, unavoidable
discrepancies between the pre-operative CT volume and the intra-operative
video. In the future, tracking of flexible endoscopes might be improved by
matching 3-D data to the 3-D CT volume. “Shape from shading” [37,35] has
been applied to bronchoscope tracking [6,10,46], and registration of 3-D point
clouds to 3-D surfaces from CT data has been proposed for image-based track-
ing [30]. Such approaches do not depend on a photo-realistic rendering sub-
step, but the shape-from-shading sub-step in turn is affected by specularities
and mucus on the airway surface.

6 Conclusions

We presented a novel approach to hybrid imaged-based and electromagnetic
tracking of flexible bronchoscopes by modeling EM tracking output as spa-
tially smooth over time. While providing equivalent accuracy at equivalent
speeds, compared to previous methods we significantly improve inter-frame
smoothness from 2.77–3.72 mm and 11.48◦ to 1.24 mm and and 3.00◦. Due
to the smoothness improvement, our method by design provides a more re-
alistic and physically plausible solution to the tracking problem, which has
significantly less jitter. We have outlined possibilities for future research and
possible improvements. As we only impose minimal prior knowledge about the
visual appearance of anatomy, but do not depend on e.g. airway segmentation,
tree structure, or bronchoscope properties, our method can be applied to other
endoscopic applications as well.
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