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ABSTRACT

We address the problem of segmenting aortic aneurysms in
ultrasound images. As solution we propose a novel frame-
work based on graph-based interactive segmentation meth-
ods, such as graph-cuts and random walks. Our main contri-
bution is extending these approaches to handle structure ten-
sor ultrasound images. Our hypothesis is that the structure
tensor is better suited to represent the contextual information
in ultrasound images than the pure b-mode intensity values.
We demonstrate that this extension significantly improves the
performance of both methods in clinical data.

1. INTRODUCTION

Ultrasound imaging plays a crucial role in diagnosis of car-
diovascular diseases. One major application field is here the
examination of the abdominal aorta, where it is of interest
for vascular surgeons to detect malformations like aneurysms
(AAA). Volume and shape of these aneurysms determine
strong risk indicators for rupture [1]. Nevertheless, these
parameters are not used in today’s clinical practice due to the
lack of methods to accurately delineate these structures.

Despite recent advances, fully automatic segmentation in
ultrasound images is still challenging, mainly due to ultra-
sound physical properties (echo, shadow, reflexions, etc.) that
degrade image quality and make the recognition of edges dif-
ficult [2]. In recent years, these challenges have been ad-
dressed in different ways [3], e.g. improving edge responses,
including learning and prior knowledge, or with the help of
semi-automatic methods. In this work, we are interested in
graph-based approaches, as they allow for an easy interac-
tion, provide global optimal solutions and are a good alter-
native to the sensitivity of contour-based methods to both the
initialisation and spurious edges.

One of the most successful graph-based algorithms for
semi-automatic segmentation is graph-cuts [4]. More re-
cently, Grady [5] proposed the random walker approach,
which combines a simplified formulation of the problem
and an efficient solution, while it does not suffer from the
small-cut problem. In the context of ultrasound image seg-
mentation, graph-based approaches still have problems when
directly applied to intensity images, mainly due to the weak

Fig. 1. Gradient vs. structure tensor. a) original US image,
b) gradient magnitude, c¢) structure tensors shown as ellipses
and colour indicating the magnitude of the largest eigenvalue.

and noisy edge responses. One way to overcome such prob-
lems is to consider the context of each pixel instead of the
intensities alone. Prior work in this direction has considered
the use of texture features [6] and modeling the spatial corre-
lation of speckle [7]. Instead, we characterise the context of a
pixel in terms of its structure tensor, which serves especially
well in inferring structure from sparse and noisy data [8],
facilitating the distinction between regions with different
structure (c.f. Fig 1). Our contribution is an ultrasound graph-
based segmentation method that integrates the image tensor
representation. The difficulty lies in the definition of ade-
quate graph weights, as conventionally these are associated to
pairwise node (dis)similarities and computed on the basis of
an Euclidean norm. As structure tensors do not form a vector-
space, it is required to consider (dis)similarities that account
the Riemannian nature of the tensor space [9]. Segmentation
methods using tensors and Riemannian metrics have been
proposed for graph-cuts approaches [10, 11], but in medical
imaging they have been applied exclusively to Diffusion Ten-
sor Images (DTI) [12]. In the case of the random walker, the
extension to tensor images was only recently explored in [13]
also in the context of DTI. To the best of our knowledge,
modelling ultrasound images with structure tensors and ex-
tending graph-cuts and random walker algorithms to handle
them, is a novel approach to ultrasound image segmentation.

A quantitative evaluation of the proposed framework,
called hereafter Tensor-graph (TG), is performed on 40
patient datasets with highly-developed abdominal aortic
aneurysms in clinical diagnosis. We show that the dice
similarity coefficient as well local curvature deviation de-
termining smoothness of the segmentation results are better
using TG compared to classical intensity-based approaches.



2. METHOD

Consider a scalar valued ultrasound image [ : @ C R —
R,p — I(p). The segmentation problem consists in parti-
tioning the image into two disjoint sets, i.e. I = O U B,
where O and B are sets of pixels representing the object and
background, respectively. In an interactive framework, the
user defines the hard constraints by selecting pixels serving as
seeds for object and background. The proposed Tensor Graph
(TG) approach is an interactive method consisting of three
parts: i) seed selection; ii) computation of the structure tensor
images; and iii) graph-based segmentation method. We start
by describing the computation of the structure tensor image.
Then, we recall the two standard graph-based segmentation
methods: graph-cuts or random walker. Finally, we explain
how to define proper edge weights in order to apply the graph
segmentation methods to tensor images.

2.1. Structure tensor image

Ultrasound images are noisy and do not provide clear edges
on the boundaries of objects. Therefore, segmentation meth-
ods relying on gradients are prone to fail. Our idea is to use
additional texture information by computing the 2D structure
tensor T for every pixel p € 2:

_ Gy (p)2
) = ( G+ 1, () I, (p)

where G is a Gaussian smoothing kernel and I, (p) and I,,(p)
are the partial derivatives of the scalar valued image I at pixel
p. The resulting tensor image is I : Q C R — Si, p—
T (p), where there is a symmetric and semi-positive definite
2x2 matrix for every pixel in I. The usage of this second
moment matrix provides two advantages: first, the distribu-
tion of the noisy intensity values of the ultrasound image is
smoothed, which improves the segmentation robustness. Sec-
ond, the predominant directions of the gradient are captured
providing texture information. Thus, we use I instead of [
as input to the graph-based segmentation algorithm.
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2.2. Graph-based methods

Let the image be modelled as an undirected graph G = (V, E)
with vertex set V' and edge set E/, where each node in V' stands
for a pixel and every edge e;; connecting nodes v;,v; € V is
assigned a weight w;;. Also assume that seed points for ob-
ject (So) and background (Sp) are given. The segmentation
problem can then be cast to a binary graph partitioning. Next,
we briefly recall the graph-cuts and random walker partition-
ing criteria and solution.

Graph cuts: Here, edges connecting neighbouring nodes
(ei; € E) are called n-links and express their similarity. Two
terminal nodes are added to the graph: the sink node b rep-
resenting the background and the source node o represent-
ing the object. Every non-terminal node v € V' is connected

to the terminal nodes via edges called #-links, expressing the
likelihood of v belonging to the object or background region
respectively. We denote the corresponding edge weights with
and w;, and w;, for n-links and t-links respectively. Graph
cuts looks for the minimal cut separating the vertex set V' into
two disjoint sets O and B, whereat o € O and b € B. For-

mally, the minimised energy is:
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where N are all unordered neighbourhood pixel pairs, A is
a balancing parameter, and A is the set of current pixel as-
signments A, to the object or background region. For more
details on the solution of the graph-cuts problem and an effi-
cient solution, we point the reader to [4].

Random walker: Introduced by Grady [5], the random
walker method does not require additional nodes. Here, the
edge weights are interpreted as the likelihood that a random
walker crosses an edge. The ensemble of seeds belonging
both to object and background are denoted with S = Sp U
Sp, and all other pixels form the set S, so that V = S U S.
To assign v; € S to one region, we compute the probability
x; that a random walker starting from v; will first reach a
seed point s € S. Then, the pixel is assigned to the region
containing the seed point with the highest probability. Let L
be the Graph-Laplacian:

Z wij, ifi = j
L;; = —w;;  if v; and v; are adjacent nodes . (3)
0, otherwise

Then, the algorithm optimises the energy F'(x®) = x° | Lx®.
For seed nodes, the constraints z; = 1Vv; € Sp and x; =
0Vuv; € Sp are imposed. A solution is found by decomposing
L according to marked (L) and unmarked (L) nodes L =
Ly B
BT Ly
more details):

), and solving the linear system (see [5] for
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2.3. Determining the edge weights

The crucial part in both methods is the definition of the edge
weights. Since tensors do not form a vector space, a dissimi-
larity measure between the nodes has to respect the conical
structure of the tensor space, while assigning small values
only to tensors of the same structure. A distance fulfilling
these requirements is the Information Geodesic Distance [12]:
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d(T;, T;) =



where tr(.) denotes the trace of the matrix, log the matrix log-
arithm and ¢; are the m eigenvalues of the determinal equa-
tion |¢T; — T;| = 0. This distance satisfies the properties of
a metric on a Riemannian manifold and offers the advantage
of being an intrinsic distance measure. Using d(T;, T;), we
determine the edge weights needed for the two graph-based
segmentation methods.

Graph cuts weights: In order to fulfil that the user se-
lected pixels are correctly assigned to source and sink, the
corresponding t-links are set to the lower (0) and upper limits
M, respectively. We compute M following [14]. All other t-
weights from node v; to a terminal node are computed as the
distance of T'; to the mean tensor of the respective seed set:

mean(S) = Z %

T, €S

wt; = X - d(T;, mean(S)),

where S = Bg A Oband j = b A o. The weights for the
n-links are computed via the dissimilarity measure d defined
in Eq 4. A summary of the edge weights is given in table 1.

Table 1. Edge weights for Graph Cut Algorithm

Edge Link For Weight
(Ti,Tj) n-link Ti,Tj S V,Z 74—] d(T“T])

t-link T, ¢ SoUSs A-d(T;, mean(Sg))
(Ti,s) | to T; € So M

source | T; € Sp 0

t-link T; ¢ SoU Sk A-d(T;, mean(So))
(Ts,t) | to T; € So 0

sink T, € S M

Random Walker weights: Originally the edge weight
between two pixels is defined by a Gaussian weighting func-
tion of the difference of their intensity values. Since we are
working in tensor space, we modified edge weights to

w;j = exp (=B - d(T;,T;)?) ©)

where d(., .) is the dissimilarity measure defined in Eq 4 and
[ is the only free parameter.

3. EXPERIMENTAL VALIDATION

We validated all methods on datasets obtained with a Curefab
CS 3D US system connected to a GE Logic 7 ultrasound scan-
ner. Ultrasound b-mode scans of abdominal aortic aneurysms
(AAA) from routine diagnostics as well as pre- and post-
operative sets were acquired clinically for 20 patients by
a trained physician. For every patient, two frames located
approximately at the maximum aneurysm diameter were se-
lected and manually segmented for ground truth retrieval
resulting in a total set of 40 ultrasound slices. We evaluated
the two presented tensor-graph approaches in comparison to
their classical counterparts based on intensity information.
For estimation of the structure tensor and the smoothed in-
tensities required for the intensity-based methods, a Gaussian
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Fig. 2. dice similarity coefficients for all evaluated ultrasound
images compared for graph cuts (GC) and random walks
(RW) using tensor and intensity information.

kernel width should be selected according to the object-
boundary widths. We evaluated various widths in the range
from 0.5mm to 16mm and chose for our experiments a win-
dow size of 8mm as this gave the overall best results for aortic
images. Parameter A = 0.1 was fixed similar to [10] for the
graph-cuts, while 5 = 90 was set to provide robust segmen-
tations for the random-walks [5]. For both methods, we used
a 4-connectivity neighborhood and manually selected object
seed points once per image.

The overall similarity of our segmentation results to
ground truth delineation was evaluated by means of the
dice similarity coefficient. The results of all datasets are
depicted in Fig 2 with median dice coefficients of 0.694 +
0.12 and 0.896 =+ 0.07 for the tensor-graph approaches using
graph-cuts and random walks compared to 0.608 4+ 0.11 and
0.870 +£ 0.08 for the intensity based approaches respectively.
Furthermore, a qualitative comparison of the four presented
methods is shown in Fig 3 for one of the evaluated images. In
terms of segmentation methods it can be observed that both
graph-cuts approaches perform considerably worse compared
to the random-walkers. The reason for this is the definition
of the t-weights for the graph-cuts, which is based on the
mean tensor of an object seed set. As ultrasound images in
general contain speckle and appear heterogeneous also within
anatomical objects, the usage of mean tensors is not adequate.
The random walks methods which rely on local neighborhood
information only, consistently provide higher dice scores.

By comparing intensity-based and tensor-graph methods,
it is clearly shown that the overall dice scores improve for
both tensor-graph methods compared to their classical coun-
terparts. The benefit of tensor-graphs especially becomes
clear by comparing the results for the random walks frame-
work in Fig 3, where the tensor-based segmentation matches
the ground-truth delineation accurately even in the regions
where intensity border information is missing. It is also no-
tably that the intensity-based random-walker method tends
to produce unsteady contours with partial leakage. Although
shape priors could improve the results, we avoid their use
in favour of the generality of the method. The steadiness
of segmentation results in ultrasound imaging is in general



Fig. 3. Segmentation results for one ultrasound slice. Green
dashed and red solid contours mark ground truth and segmen-
tation result for the compared methods.

+
* I I
+ I
0.03 |
[
B I
1

:
f
- = |

RW Intensity  RW Tensor

0
GC Intensity GC Tensor

Fig. 4. Variance of local curvature for the compared methods.

challenging due to i) strong variations in local intensity val-
ues, and ii) partially missing borders because of different
ultrasonic attenuation. Therefore, we also evaluated the devi-
ation in local curvature of the segmented contours, measured
as the variance of local contour curvature. Our results are
shown in Fig 4 and confirm the qualitative impressions: both
intensity-based methods are sensitive to local intensity vari-
ations, resulting in a frayed contour shape. Additionally,
the graph-cuts methods suffer from the mean-tensor estima-
tion, while the random-walks tensor-graph method provides
smooth contours with the lowest overall variance.

4. CONCLUSION

We have presented a new interactive segmentation approach
based on a tensor-graph representation for ultrasound imag-
ing. We showed that local information computed via the
structure tensor can be used to incorporate contextual infor-
mation into segmentation, which leads to improved results
compared to intensity-based approaches. One limitation of
the current approach is the fixed neighbourhood size for ten-
sor computation. An interesting direction for future work
is a multi-scale extension, both to enable interactive seg-
mentation without required prior knowledge and to handle

segmentations of structures at different scales.
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