Estimation of Location Uncertainty for Scale Invariant Feature Points
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State of the art algorithms detect features that are invariant to scale and
orientation changes. While feature detectors and descriptors have been
widely studied in terms of stability and repeatability [4, 6], their locali-
sation error has often been assumed to be uniform and insignificant. We
argue that this assumption does not hold for scale-invariant feature de-
tectors and demonstrate that the detection of features at different image
scales actually has an influence on the localisation accuracy.

Uncertainty estimation for corner-like points, which are not scale-

invariant, as a measure for the localisation precision has been studied be-
fore. Common to all approaches is the assumption of a Gaussian error
model and hence the characterization using a 2D anisotropic covariance
matrix with varying orientation and magnitude. Considering the curva-
ture of the self-matching residual at a feature point, this covariance can be
estimated from the second moment matrix [1, 3]. Another approach is to
propagate covariances of a noise model for pixel intensities through the
detection process [7]. [5] evaluates the accuracy for Harris corner points,
while [2] looks at the matching precision of interest regions.
Compared to corner detectors, scale-invariant region detectors extract im-
age regions complementary to corner-like features. Hence we claim two
things: First, due to the focus on interest regions, the shape of covariances
will be in general anisotropic. Second, the magnitude of covariances will
vary significantly due to detection in scale space. We introduce a gen-
eral framework to determine the uncertainty of multi-scale image features.
The framework is applied to the well-known SIFT and SURF algorithms,
and we detail its implementation and make it available .

Our analysis is based on the assumption that the detection process
localises a feature and generates a measurement error that conforms to
a bivariate normal distribution. Common to all scale invariant feature
detectors is a two step approach to find feature points. First, a scale-space
representation of the detector response in form of an image stack D is
created. Within this stack, extrema relate to feature points (p, o;):
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Second, the algorithm selects for each feature point its characteristic scale o,

i.e., the scale at which a maximum detector response to the local image
structure is observed.

For the evaluation of a localisation error only the feature detection opera-
tor and by this means the particular layer D(e, o) of the detection stack is
the determining factor. Given a small neighborhood Ap around a feature
point location p we can approximate the detector response map D via a
Taylor expansion up to second order with the following residual.

1
R(Ap) = |D(p,0) — D(p+Ap, 0)| ~ EAPTHAP 3)

The Hessian H describes the curvature at the feature point p. Simply
speaking for a low curvature the detection process will be error prone
due to the missing discriminative behaviour of D in the neighborhood of
p, whereas for a high curvature the spacial detection process will be more
accurate. Following the argumentation in [3] we take the inverse of H as
our covariance estimate for each individual feature point (p, 5):
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Figure 1: Covariances for matching feature points between a low and
high resolution image; left SIFT, right SURF. Covariances from the low
resolution image are projected to the high resolution image.

Within a synthetic setup (where we are able to control the ground truth
feature point location) experiments with the SIFT and SURF feature de-
tectors show that our covariance estimates represent the underlying local-
isation error distribution. As assumed, features detected at higher scales
are less accurate compared to features detected at lower scales.

The effect of greater localisation error for larger image features can e.g. be
utilized in registering two differently sized images. If the two images are
of different size, the error minimization between matching feature points
will mostly depend on the error in the higher resolution image. Incor-
porating our covariances achieves an automatic error normalization, such
that both images account equally to the cost function (see Figure 1).

We also apply our covariances in model fitting algorithms, which min-
imize a least squares problem. Considering covariances, minimisation
of the Euclidian distance results in minimising the Mahalanobis distance.
Thereby, terms with large covariances maintain less influence on the over-
all cost reduction, resulting in a weighted least square optimization. For
bundle adjustment we were able to show a decrease in reprojection error
in our setup from 2.03 to 1.76 pixel for SIFT and 2.55 to 2.36 pixel for
SURFE.
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