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Abstract

The creation of 2D ultrasound mosaics is becoming a common clinical practice with a
high clinical value. The next step coming along with the increasing availability of 2D array
transducers is the creation of 3D mosaics. In the literature of ultrasound registration, the
alignment of multiple images has not yet been addressed. Therefore, we propose registra-
tion strategies, which are able to cope with problems arising by multiple image alignment.
We use pair-wise registration with a consecutive Lie normalization and simultaneous regis-
tration, which urges the usage of multivariate similarity measures. In this thesis, we propose
alternative multivariate extensions based on a maximum likelihood framework. Due to
the higher computational cost of simultaneous registration, we describe possibilities for
speeding them up, among others, the usage of a stochastic pyramid.

We also present methods to reduce speckle noise and to detect shadow in ultrasono-
graphic volumes, to improve the overall registration performance. For the compounding
of the final volume, a variety of approaches are listed, ranging from general to advanced
ones. Experimental results, on multiple ultrasound data sets, show the good performance
of the proposed registration strategies and similarity measures.
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Chapter 1

Introduction

The definition of the word Mosaic from the Encyclopedia Britannica® is:

Surface decoration of small coloured components - such as stone, glass, tile,
or shell - closely set into an adhesive ground. Mosaic pieces, or tesserae, are
usually small squares, triangles, or other regular shapes.

Briefly, many small pieces of a regular shape are set together to create the large mosaic.
In ultrasound (US) mosaicing, which refers to the process of the creation of a US mosaic,
something very similar is done, with the 3D ultrasound volumes as the basic building
blocks. The creation of ancient mosaics, dating back until the 8th century BC, was very
time consuming because of its manual construction. We are interested in an automatic
alignment of the ultrasound images. To make this automation possible we have to guaran-
tee a certain amount of overlap between neighboring components. The necessity of over-
lap between neighboring volumes is the main point, in which mosaicing for ultrasound
differs from the given, original definition.

In the literature of ultrasound imaging, the terminology for mosaicing is precisely de-
fined. Other terms, like extended field-of-view (FOV) imaging, volume stitching, and com-
pounding are either used to refer to mosaicing in general or to focus on a specific aspect of
mosaicing. For extended FOV imaging, for instance, the interest lies on combining images
with a minimal amount of overlap in between to gain the largest possible field-of-view
with the least images possible. When referring to compounding, in contrast, the combina-
tion of the content of multiple images, taken from the same object from different viewing
angles, to increase the quality, is desired. For this purpose, a high amount of overlap be-
tween the images has to be guaranteed.

The afore mentioned aspects of ultrasound mosaicing, larger field-of-view and improved
image quality, outline its major advantages. While the FOV extension may be evident, we
will describe the associated quality improvement with regard to ultrasound imaging in
more detail. The crucial question is, why imaging the same situation from different per-
spectives should increase the image quality? Thinking about other modalities like com-
puted tomography (CT) or magnetic resonance (MR) imaging, the gain of images from
different viewing angles - as far as it is possible - may mainly lie in the increase of resolu-
tion. For ultrasound imaging, the situation is different. US images are so-called gradient
images. Meaning, that interfaces between structures are emphasized. The depiction of
these interfaces depend on the incident angle of the ultrasound beam, leading to images
that look different from varying perspectives. Mosaicing has the ability to fuse these in-
formations into one consistent reconstruction volume, having the complete contour of the
object assembled from the local ones. Another aspect is the occlusion caused by structures
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with high acoustical impedance like bones. Combining the content of multiple images is
therefore very beneficial for ultrasound images because imaging artifacts may be reduced
and occluded structures may be augmented in the final reconstructed image.

But the high potential of quality improvement for mosaicing, comes along with a chal-
lenging registration scenario. The search for the right global alignment is complicated by
the viewing dependent nature of US images, because structures that are necessary to guide
the registration may either not be present or look different in various images. We will dis-
cuss these issues in more detail throughout this thesis and develop specific registration
strategies for this purpose. The search for the correct alignment is performed with a rigid
intensity-based registration, urging the usage of similarity measures to assign each alignment
a certain score. For mosaicing the registration scenario changes since the perfect alignment
does not correspond to a maximal overlap, like it is in most cases, putting a special interest
on the overlap invariance of these similarity measures. Like the results of our experiments
proved, the overlap invariance of the similarity measures is a major issue, being a source
of misregistrations between the images. With the introduction of simultaneous registration
strategies for mosaicing we address this problem.

Motivation for 3D ultrasound mosaicing

2D ultrasound mosaicing is becoming common clinical practice with a high clinical value,
which we further describe in the following section. The next step coming along with the
increasing availability of 2D array transducers is the creation of 3D ultrasound mosaics.
Since the introduction of 2D array ultrasound trasducers into the market is very recent, 3D
ultrasound mosaicing is still an active field of research.

3D ultrasound imaging

Among several methods available for 3D ultrasonography, the majority rely on the acqui-
sition of a series of 2D frames that are then reassembled to a 3D volume dataset also called
ultrasound fan. One can differentiate between a free-hand acquisition using a conventional
2D ultrasound transducer without position sensing, a free-hand acquisition using a con-
ventional 2D ultrasound transducer with position sensing, and an automated acquisition
using dedicated mechanical volume probes, so-called “wobbler” probes. These techniques
do not provide real three-dimensional volumetric imaging since the same technology as for
the 2D acquisition is used (linear array probes) and no instantaneous volume acquisition
is possible.

During the last years, numerous ultrasound machine vendors introduced 2D array trans-
ducers on the market. They enable the instantaneous acquisition of volumetric ultrasound
images, leading to a paradigm shift in ultrasonographic imaging, moving from 2D to 3D
image acquisition. Due to the high acquisition rate, 4D ultrasonographic imaging (i.e.,
three spatial dimensions plus motion) can be done with less motion artifacts and higher
image quality. Currently available 2D array transducers are based on piezo-electronics ar-
ranged in different layers, leading to a massive packaging problem within the probe. The
next generation of 2D array US transducers with CMUT! technology could accelerate the

!Capacitive Micromachined Ultrasound Transducer




paradigm shift from 2D to 3D by offering superior and efficient volumetric imaging at a
lower cost. The bright prospects for this technology may soon lead to a high availabil-
ity of 3D ultrasound transducers in the clinical practice, forming the prerequisite for 3D
ultrasound mosaicing.

Clinical value of mosaicing

The usage of ultrasound mosaicing provides the sonographers not just with a compounded
volume of higher quality; recent studies also state a couple of other clinical advantages that
come along with the extended FOV. First, the spatial relationship among structures that
are too large for a single volume is easier to understand [25]. Second, sonographers have
the flexibility to visualize anatomical structures from a variety of different angles [40, 31].
Third, size and distance measurements of large organs are possible [72, 25]. Fourth, in-
dividual structures within a broader context can be identified by having an image of the
whole examination area [9]. And last, because of the increased features in the compounded
view, specialists that are used to other modalities than ultrasound can better understand
the spatial relationships of anatomical structures [18]; helping to bridge the gap between
the modalities and making it easier to convey sonographic findings to other experts.

But it is not just the improvement of already existing workflows, the creation of high
quality 3D mosaics may also create new medical applications for ultrasound that do not
yet exist at all or are reserved for other modalities. One step into this direction is the cre-
ation of special devices that support the image acquisition for US mosaicing. For instance,
a device that consists of several US transducers allowing the acquisition of multiple im-
ages simultaneously. The advantage is that, due to the acquisition of all the images at the
same moment, the deformation of soft tissue is similar in all images, facilitating the rigid
registration. One specific application may be the creation of a ultrasound breast scanner,
posing an alternative to the X-ray based mammograms. This is especially interesting for
countries in which no mammograms are taken because of the caused radiation exposure.

Outline of this thesis

The crucial point for the construction of high quality mosaics is the good alignment of the
images. In chapter 2, we present registration strategies that are adapted for the alignment
of multiple images. These strategies include the usage of simultaneous registration, which
is based on multivariate similarity measures that we will discuss in chapter 3. After the
correct alignment of the images, the reconstruction or compounding of the final image
has to be done, for which we present methods in chapter 4. To evaluate the proposed
strategies we perform experiments on several data sets that are described together with the
obtained results in chapter 5. In the last chapter 6, we give a conclusion of the thesis and
present an outlook on further developments that could further increase the performance
of mosaicing.
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Chapter 2

Registration Strategies

In this section, we make an analysis of different imaging scenarios and propose strategies for mul-
tiple image alignment adapted to the creation of ultrasound mosaics. The first group of strategies
considers pairwise transformations and the problem of how to combine them to a consistent global
alignment. The second group consists of tow approaches for simultaneous registration. Each of the
strategies has its advantages and drawbacks so that no general purposes best strategy exists, instead
specific imaging scenarios require specific strategies.

2.1 Problem statement

In the literature of ultrasound mosaicing, the global alignment of multiple images is de-
duced from a sequence of pairwise ones. Gee et al. [13] reduce the 3D-3D registration prob-
lem to a 2D-2D one by registering the dividing planes to each other. Poon et al. [49] use a
block-based rigid and block-based warping approach for the registration. The disadvan-
tages that come along with the usage of pairwise registrations for ultrasound mosaicing
are twofold. First, by stitching together pairwise aligned images, registration errors can be
accumulated leading to a non-consistent global alignment, see figure 2.1 for a schematic
illustration. Second, during the pairwise registrations only a fraction of the available in-
formation is taken into account making it prone to misregistrations. The registration is
further complicated by the viewing angle dependent US images and the high demands on
the overlap invariance by mosaicing.

2.2 Bibliography

In this section, we will present on overview of approaches for mosaicing, extended field-
of-view imaging, volume stitching and ultrasound registration that were proposed in the
literature. One of the first groups registering volumetric ultrasound breast data was Meyer
et al. in 1999 [35]. Since no real 3D US probes were available at that time, the volumes were
created by linear sweeping. They obtained good registration results for aligning two vol-
umes with rigid registration using mutual information. In the same year, they published
another article about 3D extended field-of-view imaging with three volumes, Kruecker et
al. [26]. Pairwise affine and warping transformations were used to calculate the alignment
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Misalignment

Figure 2.1: Global misalignment due to accumulated pairwise registration errors.

of the data sets. In the following years, they concentrated on non-rigid registration of ul-
trasound volumes [22, 23]. An elastic registration algorithm was developed that divides
the volumes in subvolumes, which are separately, rigidly registered. These blocks serve as
control points for thin-plate splines, which are used to calculate the transformation of the
whole image.

An even earlier article about extended field-of-view but for 2D ultrasound images comes
from Weng et al. [28]. The alignment is done by splitting the images up in blocks for which
the local motion vector is calculated. To get a global motion out of the local ones, fuzzy
techniques are applied. This method is used in the SieScape® technology (Siemens Medical
Systems) for 2D mosaicing.

More recent articles about ultrasound stitching come from Gee et al. [13] and Poon
et al. [49]. Gee et al. transform the 3D-3D registration problem into a 2D-2D one by
picking a plane in the overlapping area on which the registration is performed, the so
called dividing plane. This is coupled with a multi-resolution framework to lower the
computation time. The volumetric data sets are created with freehand sweeps. Poon et
al. create mosaics with an ultrasound “wobbler” probe in combination with a position
tracking system. The information of the tracking system serves as initial estimate for the
position of the ultrasound volumes which is further refined later on with an intensity-
based registration. Therefore two registration approaches, a block-based rigid one and a
block-based warping one, were presented. The amount of overlap between the images
was about 20-40%.

Other works from Sanches et al. [54], who did a joint registration and volume recon-
struction, and Aiger et al. [1], who did mosaicing for visual simulation, were less related
to our work. Another approach, that is already in use in the clinical practice is the volume
stitching for 4D echocardiography, done by Brekke et al. [5]. At a fixed position, the US
probe acquires volumes between different deflection angles. Later on, a simple merging of
these volumes by considering the ECG signal is sufficient to get the stitched volume. This
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technique is called ECG-gated stitching.

In all the approaches that we have presented for 3D ultrasound mosaicing, the focus
was always on registering two volumes and no attention was paid on the changing imag-
ing scenario when dealing with multiple images. Simultaneous or groupwise registration
methods address this issue and were already proposed in the literature; intensity-based by
Marsland, Twinning et al. [64, 65, 63, 33] and point-based by Fookes et al. [12]. Up to now,
simultaneous registration has not yet been used for ultrasound registration.

2.3 Imaging Scenarios

In this section, we are analyzing three different imaging scenarios that frequently occur
during the image acquisition. An illustration of the scenarios is shown in figure 2.2. Each
setup is modeled by a graph, called the acquisition graph. It is an undirected, weighted
graph with nodes representing the images and edges representing an overlap between the
images. The weights of the graph are the amounts of overlap between the image pairs.
This graph helps us to assign to each scenario the pairwise registration strategy that fits
best. The pairwise strategies are described in the section 2.4.

The first scenario shows a linear acquisition of volumes where only neighboring images
are overlapping. We have only one possibility how to choose the pairs so that the sequential
pairwise registration strategy is used.

In the second scenario, the situation is a bit more complex because in this case more than
only neighboring volumes are overlapping. But there is a very dominant overlap of the
neighboring volumes and only a small amount of overlap from the others. Since, in gen-
eral, the quality of the registration is direct proportional to the amount of overlap we can
neglect these small overlaps. Neglecting pairs that only have small overlap is even de-
sired as they can easily produce misregistrations that, in consequence, negatively affect
the whole registration. Finding the pairs with the maximum overlap is similar to the cal-
culation of the maximum spanning tree on the acquisition graph. This is done with the
Kruskal minimum spanning tree algorithm by negating the graph weights [27]. The se-
quential pairwise registration strategy is used once again, this time on the spanning tree.

The third scenario, which simulates the scanning around an extremity or the trunk, is the
most complex one because there exists a high overlap between all the images. Therefore,
neglecting pairs like in the in the previous case does not work anymore. In this scenario,
we are interested in calculating registrations between all the available image pairs. The
acquisition graph in this scenario is a complete graph which has up to % edges, with
n the number of nodes. Hence, the number of pairwise registrations that have to be per-
formed increases quadratically with the number of images. In this scenario we use the
complete pairwise registration.

Like we mentioned in section 2.1, there are several problems that can occur during the
registration. In the previous paragraphs, we considered pairwise strategies for the imaging
scenarios in figure 2.2. We assigned best strategies to the scenarios based on accumulated
errors and misregistration due to small overlap. For all the scenarios, simultaneous registra-
tion strategies may make sense, which are described in section 2.5. The reason for its usage
lies in the, in general, better conditioned optimization problem on cost functions created
by multivariate similarity measures. They consider the information of the whole imaging
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Figure 2.2: Three imaging situations with their associated acquisition graphs.

setup, trying to get the maximum out of the depicted structures. That aspect is especially
important for viewing angle dependent US images. Moreover, the accumulated error does
not occur during simultaneous registration, because errors are dealt with intrinsically dur-
ing the registration. These advantages are more relevant for complex scenarios. We have
to point out that higher computational costs have to be accepted when using simultaneous
strategies, so that pairwise ones are not superfluous.

2.4 Pairwise Strategies

All the overlapping image pairs are aligned separately with a pairwise rigid registration.
Afterwards, the calculated transformations are used to deduce the correct global align-
ment, which corresponds to assigning world coordinates to the images. The acquisition
graph like it is shown in figure 2.2 is very useful to have an overview of the imaging setup.
In the following paragraphs, we will explain the sequential and complete pairwise strate-
gies in more detail.

The notation that we use throughout this report is to denote the n images by u1, ..., u,.
The pairwise transformation between u; and u; is T; ; with ¢, j € {1,...,n}. The global po-
sition of the image u;, meaning the location with reference to the world coordinate system,
is T;. The set of all global transformations is 7 = {77, ...,T,}.

2.4.1 Sequential pairwise

In the case of an acquisition graph that has the tree property, the sequential strategy is
used. This property is important as it assures that there is exactly one path between two
nodes, which guarantees the ambiguity free calculation of the world coordinates. Any of
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ROI

fixed moving

Figure 2.3: ROI defined in the overlapping region

the nodes in the graph can be picked as root, which coordinate system is, without loss
of generality, seen as world coordinate system. Calculating then the world coordinates
of the other images is done by traversing the graph where the edges are augmented with
the associated transformations see figure 2.4(a). The transformation 7; ; is the result of the
pairwise registration between the images u; and u;. By augmenting the graph with the
pairwise transformations it becomes directed because transformations show the relation-
ship between two images in a specific order. But this does not pose any restrictions on the
traversal of the graph because rigid transformations are invertible.

These 3D rigid registrations have 6 degrees-of-freedom (DOF), 3 DOF account for the
rotation and 3 DOF for the translation of the images. Conform with the standard, we first
apply the rotation and then the translation. One has to pay attention to this detail, since the
two parts are not commutative. During the registration we use a standard multi-resolution
framework having a. o. the advantage of making the registration less sensitive to local
minima, see section 3.5.3 for more details. The smoothed images of the Gaussian pyramid
are especially beneficial for ultrasound images because the filtering reduces speckle noise
like described in section 5.3.2.2.

Volumes overlap

The major difference between the usual registration scenario and the mosaicing one is the
amount of overlap between the volumes. Usually, the perfect alignment corresponds to
the total overlap of the images. Since we are interested in extending the field-of-view, a
high overlap is counterproductive. A compromise has to be found between having enough
overlap to enable a robust and accurate registration, and enough non-overlapping parts to
guarantee a fast extension of the field-of-view. It is hard to quantify the amount of overlap
that is sufficient because it mainly depends on the number of structures being present
in the overlapping region to guide the registration. In [49] the overlapping region made
up about 20% to 40% of the size of each volume. Often, the scanning surface is convex;
therefore deeper parts are more overlapping.

The limited amount of overlap makes high demands on the similarity measure because
we are interested in a smooth cost function even by changing amounts of overlap. There
are particular designed measures, like normalized mutual information, for being invari-
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ant to changing overlap. But since the percentage of changing overlap compared to the
total overlap per optimization step is very high in the mosaicing scenario, these special
measures are not able to cope with it, see section 5. Therefore, we defined a region of
interested (ROI) within the overlap over which the similarity measure is calculated. The
ROI stays constant for the whole registration so that the values are more consistent and
therefore better comparable.

The ROl is calculated by eroding the initial overlap. Since it is only the moving image
that changes the position during the registration it is sufficient to erode it along the border
of the moving image. In detail, we apply an erosion kernel of the intended size to the mov-
ing image and then joining it with the fixed volume by a logical conjunction. In figure 2.3 a
schematic representation of the ROl is shown. The erosion should not be too large because
otherwise the already small overlap may get too small for a robust registration.

2.4.2 Complete pairwise

For the complete pairwise strategy we do not pose any constraints on the acquisition
graph. Therefore, several paths between two nodes in the graph can exist. This can lead to
ambiguities. Imagine an acquisition graph like in figure 2.4 with the subgraph (u1, ug, u3).
Theoretically the equation 15 3 - T1 2 = 11 3 holds, but due to registration errors we have to
add an error term ¢

To3-Tio="T13 ¢.

The problem is now to find global transformations 7}, so that they best fit to the registra-
tion transformations 7; ;, with £ € {1,...,n} and (4, j) an edge in the acquisition graph.
To illustrate the problem, we augment the acquisition graph with a world node w which
has edges to all the images representing the world (global) transformations T}, see figure
2.5. By using the path (w,u;, u;), we can address a certain error ¢; ; to each registration
transformation:

gig =T, T;T;.

This finally leads to an acquisition graph where the edges are augmented with the reg-
istration errors, which depend on the estimated global transformations shown in figure
2.5. Our goal is it to estimate a set of consistent global transformations by using all the
available pairwise rigid registration results. A good choice is to consider a least-squares
approach

(T3, Tn] = arg min (12]) 12 (i)

with a so far not specified error function .

Lie group based error function

The error function p assigns each transformation ¢; ; a quality or distance value. The clas-
sical notions for distance are not trivial to generalize to rigid body transformations since
they do not form a vector space but rather a Lie group that can be considered as a Rieman-
nian manifold. Paradoxes such as Bertrand’s paradox [38, 45] appear when one considers
a Lie group as a vector space within an estimation problem.




2.4 Pairwise Strategies 11

(a) Graph (b) Subgraph

Figure 2.4: (a) An acquisition graph with 4 nodes (images) and 6 edges (overlaps) which
is augmented by the registration transformations. As the transformation repre-
sents an ordered relationship the graph is directed. (b) Subgraph (u1, u2, u3z) of
the acquisition graph.

Figure 2.5: The augmentation of the graph with the world node w leads ot an extended
acquisition graph. The subgraph (w, u;, u;) is used to assign each edge an error
term ¢; j, leading to an acquisition graph weighted with pairwise errors.

There exist various approaches for averaging transformations. Davis et al. [7] solve a
linear system of equations in a least square sense. Unfortunately, this approach works
only for projective matrices and constraints would have to be placed on the optimization
framework to work with rigid matrices. Gramkow et al. [14] propose a quaternion based
approach for averaging. Pennec [44] showed that the only valid approach is based on
Lie groups. In Appendix A we present basic techniques for estimation problems on Lie
groups, especially focusing on the derivation of the statistical concepts of mean, covariance
matrix, and Mahalanobis distance.

We adapt the Mahalanobis distance, see A .4, to our estimation problem like described in
[67]. Let € be the random error with Fréchet matrix mean identity and covariance matrix
Yee. The samples of the random error are denoted by ¢; ;. The Lie group based error
function is then

p2(eij) = logiq(eiy) " - B2 - logig(ei)
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and the optimization criterion

. . .1
(T, D) = arg amin, 5 (Zj:) p2(Eig)-

The covariance matrix can be estimated with the data as explained in appendix A.4. We
start with a diagonal covariance matrix that weights the angles with respect to the trans-
lation. The proposed criterion is invariant to a composition of all transformations with a
fixed transformation. To avoid a drifting of the images, an arbitrary transformation 7}, is
set to the identity.

During our tests we found out there are significant differences in registration quality de-
pending on the amount of overlap between images. Images with a high amount of overlap,
having many structures to guide the registration, produce better results than images with
a small overlap. Therefore we are introducing quality weights in the criterion. We use
the amount of overlap w; ; between image i and j to estimate the quality. The modified
criterion is

. ) 1
Tv,..., T, = in
[T1,...,Tn] = arg T

2
Z wlu] : ILI/E (627])7
(4,9)
focusing on registration pairs with high overlap. One can even think of using exp(w; ;) to
further strengthen their influence.

Algorithm

Like already mentioned in the problem statement in section 2.1 we have to differentiate
between two different kind of registration errors. First, accumulated errors leading to a
non-consistent global alignment shown in figure 2.1, and second, registration errors during
the pairwise registration. For errors of the fist kind we can assume that the Lie averaging
results in a good global alignment. This does not hold anymore for errors of the second
kind, where we can only try to detect misregistrations and restart the registration from
the averaged transformations. The detection of misregistrations is done by comparing the
total error
e =D wij k(i)
)

to a certain error threshold §. The registration is restarted until the total error is below the
threshold, then the averaged transformations are returned. The final algorithm for the Lie
registration is shown in table 2.1.

2.5 Simultaneous Strategies

In this section, we describe a simultaneous approach for solving the registration problem
for multiple images. In the last section, we described the issues that arise when trying to
calculate the global transformations from the pairwise ones. To avoid the normalization
problems, we now directly optimize the global transformations. This optimization makes
only sense if the registration score depends on all the images and not just on two. There-
fore, we have to use multivariate similarity measures, which have the ability to produce
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1. Start with initial global transformations 7 ={Ti,...,T,}

2. Do
2.1 Deduce initial pairwise transformations T;; from 7T
2.2 Compute all pairwise registrations 7Tj;

2.3 Estimate new 7 from calculated T;; with Lie normalization
3. While (g > 9)

4. Return T

Table 2.1: Algorithm for pairwise registration with Lie normalization.

better conditioned cost functions for the optimizer because they consider the whole imag-
ing scenario. The extension of the similarity measures is not trivial and described in detail
in section 3.

Simultaneous registration, also referred to as groupwise registration, is a recent tech-
nique used for population studies [75, 3] but has not yet been used for ultrasound mosaic-
ing. We will present a full-simultaneous and a semi-simultaneous registration approach that
vary in their computational complexity.

2.5.1 Full-Simultaneous

In the full-simultaneous approach we optimize over 6 - n parameters. Having a best neigh-
bor optimizer this leads to 12 - n evaluations of the cost function per optimization step.
Moreover, the evaluation of the multivariate cost function is computationally more com-
plex than in the pairwise case. This indicates the, in general, higher computational com-
plexity of the simultaneous registration. But it is hard to prove the increase of complexity
because one can argue that the simultaneous registration steps are of higher quality and
therefore more efficient so that less steps are necessary. We present possible techniques to
speed the calculation up in section 3.5.

A question that comes up when using the simultaneous registration is whether to op-
timize over n or n — 1 images. Theoretically, n — 1 images are sufficient and having one
image fixed would avoid a common drift of the images. But imagining the situation that
the fixed image is pretty bad aligned to the other n — 1 moving ones. The easiest way is to
transform one image, the fixed one, and not all the other n — 1 moving ones. However, this
easy solution is blocked making it necessary to move all n — 1 images, leading to a higher
computational cost and a higher probability of registration errors. In order to prevent
this situation we always optimize over all n images, making a subsequent transformation
normalization necessary.

Transformation Normalization

The transformation normalization eliminates a general drift outside of the world coordi-
nate center. It is less crucial than the normalization for the pairwise registrations. The sim-
ilarity measures only depend on the relative position of the images to each other, so there
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1. While global alignement not satisfying
1.1 For each i in {1,...,n}
1.1.1 Simultaneously register image u; to {ui,...,uj—1,Uit1,...,Uy} fOr
k steps, optimizing the matrix T;
1.2 END For
1.3 Increment k
2. END While

3. Return 7

Table 2.2: Algorithm for semi-simultaneous registration

is no constraint that keeps the images near the coordinate center. One way to limit this
perturbation would be to ensure an identity transformation for e.g. the first image after
each registration cycle. Another way would be to ensure that the average transformation
is the identity like it was done in [74]. Each transformation would have to be multiplied
by an unknown matrix 7

1 1 17
Tr =1Tp [ZTZ] < Tp= lZTz] .
i3 [}

For the estimation of the mean transformation we can use the Lie group estimation frame-
work described in Appendix A.

2.5.2 Semi-Simultaneous

The semi-simultaneous approach is a modification of the full one by just optimizing over
6 pose parameters of one image at a time. This has implications on the design of the regis-
tration, which is now divided into several cycles, and the multivariate similarity measure.
The idea of using cycles is further explained in the following paragraph. Specific multi-
variate similarity measures can be developed by concentrating on one image at a time, and
measuring how well the other ones describe it. Moreover, we limit the evaluation of the
measure to the area of that image therewith making it faster. For more information, the
reader is referred to section 3.

An example algorithm for semi-simultaneous registration is stated in table 2.2. In gen-
eral, one could first register the first image until convergence, then the second one and
so forth. We think that this is not a good strategy to approach a good global alignment.
Instead, we use a registration technique based on cycles. In each cycle, all images are reg-
istered one after another for a certain number £ of registration steps. The question comes
up in which order we process the images per cycle. Possibilities are either to use simple
linear order or a random one. When the cycle is completed it is checked whether a satis-
fying registration accuracy is reached. If not, a new cycle is started with an incremented
number of registration steps. Otherwise the algorithm terminates and returns the global
transformations 7.
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2.6 Conclusion

In table 2.3, the described approaches are characterized by the number of parameters
per optimization step, the kind of similarity measure, and the kind of overlap consid-
ered. The demands on multivariate measures are slightly different for the semi- and full-
simultaneous registration, leading to two different variants of summed-up measures in
section 3. Sequence overlap means that only sequentially overlapping images are consid-

ered.
Sequential PW | Complete PW | Semi-Simultaneous | Full-Simultaneous
Optimization 6 6 6 n-6
Similarity Bivariate Bivariate Multivariate Multivariate
Overlap Sequence All All All

Table 2.3: Summary of registration strategies.
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Chapter 3

Similarity Measures

In this chapter, we describe multivariate similarity measures and how they can be deduced from the
bivariate ones. First, we present a maximum likelihood approach for pairwise registration which
we consecutively extend to multiple images. This allows us to derive a new class of multivariate
measures that consist of summing up the bivariate equivalents. Later on, we consider four selected
similarity measures, sum of squared differences, normalized cross correlation, correlation ratio, and
mutual information in detail. For sum of squared differences, we deduce a voxel-wise criterion. At
the end, we present more practical considerations, e.g., how to speed the calculation up.

3.1 Basic statistical concepts

A famous quotation of Pierre-Simon Laplace about probability theory is:

It is remarkable that a science which began with the consideration of games of
chance should have become the most important object of human knowledge.

Since we are also interested in benefiting of this most important object of human knowl-
edge, we artificially consider images as random variables. But this is not just due to the
advice of Monsieur Laplace, it also offers us a convenient framework for the similarity
estimation. Although it may seem strange to consider data as random variables, the prob-
abilistic concepts provide powerful means to design similarity measures. This artificial
randomness should not be confused with the stochastic nature of the noise that affects the
images.

When randomly selecting a pixel in the image u the probability that its intensity is 4, is
proportional to the number of pixels, N;, in u having the intensity i

with N the number of pixels in u. The image histogram has therefore the role of the
probability density function (pdf). Sometimes one is interested in having a smooth pdf,
especially when calculating the gradient. For this purpose, estimators like smooth his-
togramming or parzen windowing [68] can be used. To extend the pdf to a joint-pdf we
consider two images (u, v) and a spatial transformation 7" that maps the grid of v, €,, to
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the grid of u, 2,,. The images v and v have a common set A of intensity values, normally
A={0,1,...,255}:
u:y — A, v:Q, — A

In order to find corresponding pixels in the both images we have to transform the image v
with the transformation 7" leading to the transformed image v':
vh=T(Q,) — A,
r — o(T7(2)).
Since, in general, points in 2, do not transform to points in 2, we have to interpolate. We

were using trilinear interpolation that considers the eight neighboring voxels. The joint-
pdf between u and v! is then

_ Card {a|(u(z),v'(2)) = (i,4)}

Pr(i, ) Card Q

Statistics of random variables can be calculated that sum up its long term behavior. An
example of a statistic is the mean value that can be approximated by summing over the
grid points
1
Efu] = — .
W] =~ Y ul)

U zeQ

A second order statistic is the variance defined by
Var(u) = E[(u — E[u])?] = E[u?] — E[u]?.

Another kind of statistic is the entropy that summarizes the randomness of a random vari-
able. A variable has higher entropy the more random it is. In can be written in form of an
expectation
H(u) = —E[log P(i)] = = Y _ P(i) - log P(i).
ieA
As a last statistical concept, we describe the Gaussian distribution which is one of the most
popular ones. Having the mean p and the variance o? it is defined by

1 _1e-w?
2

golo —p) = ———e 7=
2ro

3.2 A maximum likelihood approach for registration

After introducing some basic statistical concepts in the last section, we now focus on the
maximum likelihood estimation (MLE) and how it can be used for image registration [68,
52]. The maximum likelihood estimation is used to get the most probable model m when
having a set of observations a. If the observations are statistically independent we can
write the pdf as

n

P(a={ai,...,an}|lm) = H P(a;lm).
i=1
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This expresses the probability of the observations having the model. Since we are inter-
ested in the inverse problem, we define the likelihood L by reversing the roles of observa-
tions and model:

L(m|a) = P(alm).

The estimation can be simplified by maximizing the logarithm of the likelihood

n
log L(mla) = Z log P(a;|m).
i=1
Often we simply write £(m) if the related observations are obvious.

In order to apply the MLE to the registration problem we first have to model the imag-
ing process. Once again we have the images v and v, the transformation 7', and an in-
tensity mapping f. The intensity mapping is necessary because we cannot assume that
the commonly imaged object has exactly the same intensities in both images. Moreover, a
stationary' white Gaussian noise ¢ corrupting the images is added, so that we finally end
up with

u(z) = f(o(T(2))) +e.
To get to the MLE, we have to express the registration in the form of a probability function.
The way it is done, is to measure how well the image u is described by v:

P(ulv,T,e, f) = P(e = u(z) — f(o(T (1))
leading to the negative log likelihood function
—logL(T,e, f) = —logP(ulv,T,e,f)
= —log P(e = u(z) — f(v(T(zx))))- 3.1)
Before further concentrating on the MLE we have to introduce some more notations. We
shortly write the intensities u(zy) = i, and v(T'(xg)) = j,i. The intensity function maps

each tissue class j in the image u with f(j) = f;. Using the formula for the Gaussian we

write
| R=1 )
e 2 2

P(ulv, T, f,o) =

e
By setting it into the MLE framework and assuming that they are independently dis-
tributed we get

—logL(T, f,0) = — > log Pu(xy)|v'(x4), T, f,0)
TRENQY
. .l
= Nlog@a%—% Z (Zk_(;f?(]k))? (3.2)
TR EQY

When further setting Q7 = {x), € Q,, j,i =j}

1 (ir, — f5)°
—log L(T, f,0) = N log \/27TO'—|—§Z Z o (3.3)
J kaQi
The transformation is implicitly modeled in f;. Starting from this equation will deduce
various similarity measures in the following paragraphs.

1S’ca’rionary means independent on the spatial position.
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Sum of Squared Differences

To derive the sum of squared differences we set the intensity function to the identity. Equa-
tion 3.2 has then the form

log £(T, 0) = Nlog V2 L (ix = 5i)*
—log L(T,0) = N log 7T0'+§ Z ——

g
TR ENy

The important term for the optimization is the sum over the intensities so that a cost func-
tion of the following form is written:

C(T) = E[(ir—j)’] (34)
x —log L(T).

This corresponds to the well known sum of squared differences.

Normalized Cross Correlation

C(T) cannot be used to align images that have an intensity mapping f other than the iden-
tity. However, C(T) can be generalized to work with images that have been transformed by
an affine transformation, meaning: v ~ av+ (. This generalization is done by normalizing
the images. A normalized image has a zero mean and an one standard deviation and is
calculated by

Var(u(X))

Setting this in equation 3.4 leads to the normalized sum of squared differences (NSSD)

(3.5)

NSSD(T) = EJ

|
=

with the standard formula for the normalized cross correlation NCC

[ ) = Efu(x)) (v(ah) — Elp(X)]) |
NCC(T) =E [ Var(u(X)) - Var(v(X)) J '

This shows that the two measures are proportional to each other, NSSD(T) o« NCC(T), and
therefore, that the NCC can be deduced from the MLE approach.
Correlation Ratio

To derive the Correlation Ratio (CR) we continue with our maximum likelihood approach
from equation 3.3. We consider a general intensity mapping f so that the parameter vector




3.2 A maximum likelihood approach for registration 21

that has to be estimated is ¥ = (fo, f1,...,0). We therefore assume a functional relation-
ship between the intensity values of the images. For finding the right parameters the log
likelihood is differentiated by

0 logP 1 ) A 1 .
af, = =52 (k= 1) = fi= 2k
J Qi J Q"ZL

0 logP N 1 ) R N
bo = o TaXXi-f) = =350
Ji i J

with Nj = Card 2, and the image variances o5 = N% Yy cqi (ik = fj)?. Substituting the

optimal parameter vector 1) leads to the registration energy U(T)

zkEQu

N N'AQ
= Elog <27Te ;]\?Uj>

- glog (2 7 e Var(u — f(vl))) .

ur) = mln {— Z log P(u(zg)|v(zg), Tﬂ)}

U(T) decreases with the variance of the difference between u and the intensity corrected
f(v). When considering the formula for the correlation ratio

Var(u — f(v}))

2
=1-
n(ulv) Var(u)
then registration energy U(T) is related to it by
Plulo) =1 - 5 e

2meVar(u) ‘

with f(v) the least squares optimal non-linear approximation of u in the terms of v. Mini-
mizing U(T) is then strictly equivalent to maximizing the correlation ratio.

Mutual Information

A functional relationship between the images is sometimes too restrictive. For this pur-
pose, a more general, information theoretic measure is used. The most popular one is the
mutual information that is derived in the following paragraph. Therefore, the formal con-

straints on our model are further relaxed so that we only assume that the densities P (i|j ,ﬁ)
are stationary. The log likelihood that has to be maximized is

logP(ulv, T,9) = > logf( ikl

TR ENy

with ¢ = (f(0]0), f(1]0),..., f(0|1),..., f(0]2),...) and the constraints:
vj,C Zf ilj) = 1. (3.6)




22 Chapter 3 Similarity Measures

The intensity pairs (i, j ,i) having the same values are regrouped so:
log P(ulv, T,9) = Y Ni; - logf(ilj),
(V]
with
Qi,j = {xk € Qy, u(a:k) = i,U(T(JZk)) = j}, Ni,j = Card Qz‘,j'

Using Lagrange multipliers, there exist constants Ao, A1, . . . such that for any j:

8 lOg P N NZ'J'

- 5it S o500 ~ 7ot

— A\

Together with the constraints in equation 3.6, the optimal parameters verify:

fo Nij  P(i,5)
VA = = - 5
where P(i,j) = N;;/N is the image normalized 2D histogram and P(j) = >, P(i,j)

the corresponding marginal distribution for v!. The energy function U(T) is a decreasing
function of mutual information:

U(T) NZP i,7) log P(( ‘;) =N [H(u) — NMI(«u, vl)] ,

with H(u) the entropy of image u and NMI(u,v) the normalized mutual information

NMI(u, v) ZZP@]log ()(P)()

Conclusion

In the last paragraphs, we used a MLE framework to derive four popular similarity mea-
sures by following the works of [68] and [52]. Each of these measures assumes different
relationships of the intensities between the images, modeled in the intensity mapping f.
The following list summarizes these relationships:

* Identity relationship: Sum of Squared Differences, Cross-Correlation
* Affine relationship: Normalized Cross Correlation
* Functional relationship: Correlation Ratio

* Statistical relationship: Mutual Information

3.3 Extension to Multivariate Similarity Measures

In this section, we try to extend the above used MLE to multiple images to derive multi-
variate similarity measures. The set of images is denoted by &/ = {uy,...,u,} and the set
of transformations by 7 = {T1,...,T,}. Like argued in section 2.5.1, we deal with n and
not n — 1 transformations. To simplify the notation like in the bivariate case, we frequently
write ull (x1) instead of u;(T;j(xy)). The grid in the common reference frame, where all the
volumes are mapped to, is Q2.
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3.3.1 Summed-up bivariate extension

One way to extend the MLE framework is to try to generalize the idea from the bivariate
scenario to which extent one image describes the other one. In terms of probabilities this
was expressed by the conditional probability P(u|v'). For the multivariate case we make
the following deduction by assuming conditional independent images:

—L(T) = —P(uﬂu%,... ul, f, &)
= —Plez=uf — fo(uj),e5 = uf — f3(ul),...,en = uf — fu(u}))

= —TIPEi=ul - filu))

i=2
= —II II Pl =wilwn) = filu (@)
=2 Tk [S9]
with intensity mappings f = (fa..., fn) and Gaussian noises & = (e3,...,&,). The nega-

tive log likelihood is

—log(L(T)) = —log[] I Plei = ul(a) — filu} (zx)))

1=2x,EN

= — Z Z log P(e; = U%(l'k) - fz(uf(ﬂfk)))

i=2 2,€Q

In this equation, each summand corresponds to the bivariate formula in equation 3.1 and
the deduction of the four similarity measures can therefore be done analogously to the
bivariate deduction in section 3.2. Finally, we end up with a multivariate extension of sim-
ilarity measures that sums up the bivariate ones. This approach is very interesting for the
semi-simultaneous registration because, although considering all available images, we put
one in the focus (above u;). That is the same way like it is done in the semi-simultaneous
registration by optimizing the pose parameters of one image at a time. Partial compound-
ing can hereby be used for speeding up the registration, see section 3.5.2.

During our experiments we found out, that the extension of the measures can be im-
proved by weighting the summed-up pairs by the amount of overlap between the involved
images. Like in section 2.4.2 about the complete pairwise registration, the amount overlap
between the images u; and u; is modeled by w; ;, emphasizing the influence of pairs with
high overlap. This leads to the slightly changed formula

—log(L(T)) = = 3w 3 log Plei = ui(a) = filuj (21)):
=2 T €Q
3.3.2 Joint density function

The approach above has the disadvantage that the resulting similarity measures is not full-
simultaneous because we concentrate on one image at a time. Another approach that gets
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rid of this problem is to consider joint probabilities [74]

—log(L(T)) = —log P(u%,u%,...,u#)
= — Y log P(uf(wy), us(ay), ... u}(zx)).
T EQ

In this scenario no reference image is chosen, instead, all images are treated equally. This
measure was used by Studholme et al. [58] under the name average self-information, as it
builds up on

log P(ui(Th(z)), ua(To(x)), ..., un(Tyh(x)))

what is referred to as self-information by Reza [51]. A drawback of this approach is that
that it requires the construction of a high dimensional joint density function. This leads
to two severe disadvantages. First, the size of the density function grows exponentially
with the number of input images. In contrast to that, the amount of data available only
grows linearly, but the number of samples required for a good density estimation grows
exponentially [75]. Second, the joint density function is not flexible to changing numbers
of overlapping images. This is especially problematic for mosaicing, where we do not have
large regions with constant numbers of overlapping images. Instead, we have regions with
changing numbers of overlapping images; some images do not even overlap at all. Taking
an imaging situation with 5 images and constructing, e.g., a 3-variate pdf, only regions
where three images are overlapping are considered. This is not satisfying for mosaicing
and will finally lead to only two groups of extensions for similarity measures: summed-up
bivariate ones and voxel-wise ones.

3.3.3 Voxel-wise measures

A third extension are voxel-wise measures. They focus on a voxel position of the grid at a
time and make an estimation based on the values at this location. The similarity between
the images is obtained by estimating the similarity at each location x;, € 2. For 2D images,
one can think of putting all the images on a stack and then piercing through that stack at a
certain location, shown in figure 3.1. The idea of using the pixel stack was first described by
Miller [36]. Since not all n images are overlapping at each point, we use the index function
¢ {l,...,m} — {1,...,n} to identify the m; overlapping ones. The principle of the
voxel-wise measures is to get a similarity measure for the whole imaging scenario based
on the voxel-wise ones. We can integrate this into our MLE by assuming independent but
not identical distributed coordinate samples. Therefore, for each coordinate location xy, a
different distribution P* has to be estimated:

—log(L(T)) = —log P(u%, u%, couh)
= — ZE:Q log Pk(ui(l)(xk), uf@) (), .- ,uf(mk)(xk)).
Tk

During our experiments, we found out that an additional weighting of the voxel-locations,
emphasizing such locations with a high number of overlapping images, further increases
the performance of voxel-wise measures. Let w; be a coefficient that characterizes the
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U Uy ... U

T

uy, (k)

Figure 3.1: The pixel stack considers in all transformed images the values at one certain
location zy,.

number of overlapping images, the slightly different negative log likelihood function is

—log(L(T)) = — EE:Q wy, - log Pk(uf(l)(a:k), ubl(z) (Tk)y -y ubl(mk)(xk))
xy,

A possible assignment for the coefficient is wj, = . It exists the possibility to extend
the considered voxels to the neighborhood of a certain location. This can be especially
beneficial for the density estimation of locations, where only a few images are overlapping,
to make a superior density estimation. Voxel-wise measures have the advantages that they
offer enough flexibility to deal with varying numbers of overlapping images and no joint
pdf has to be estimated.

3.4 Detail analysis of multivariate measures

In this section, we consider the similarity measures one after another in detail. The bi-
variate extension is for all the measures pretty similar, therefore we will describe it here in
general and just mention it shortly in the specific sections.

Of great value for the multivariate measures is the similarity matrix M which has a similar
structure like the covariance matrix:

SM(uy,u1) SM(uj,uz) --- SM(ui,up)
u SM(ug,ur) SM(ug,uz) -+ SM(ug,up)
SM (up,u1) SM(up,uz) -+ SM(tupn,uy)

Since most of the measures are symmetric and reflexive it is sufficient to consider the right
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upper triangular part

SM(ui,ug) SM(up,us) ---  SM(ui,uy)
SM(ug,uz) ---  SM(ug,up)
MY =
0 SM(un—Lun)

The multivariate extension, by summing up the pairwise similarity measures that we de-
scribed in section 3.3.1, can also be seen as summing over the first line in the similarity
matrix

n
SM(u1|u2,...,un) == Zwu SM(U1|UZ) (37)
i=2
Like already mentioned, this works good for the semi-simultaneous case, but not for the
full-simultaneous one. To deal with this case we sum up all the entries of the upper trian-
gular matrix MV

SM(ul,uQ, cee ,un) = ZZ“’M . SM(UZ‘UJ)

i=2 j=i

= Zwi,j . SM(uz|uJ)

i<j
with the weights w; ;. Having these preparations, we will list in the subsequent para-
graphs for each similarity measure how the multivariate extensions for the semi- and full-
simultaneous case looks like and also mention the associated voxel-wise measure.
3.4.1 Sum of Squared Differences
The formula for the bivariate SSD is
SSD(u,v) =E [(u - 01)2] .

The extension that we use for the semi-simultaneous registration is
n
SSD(Ul’UQ, e ,’U,n) = Zwlji -E [(’U,l — u@l)?] .
i=2

The bivariate extension for the full-simultaneous is

SSD(uy, ..., up) = Zwi,j E [(U,l - Uiﬂ :

1<j

Summing just over the upper triangular part of the similarity matrix is fine since the metric
is symmetric and reflexive.
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For the voxel-wise measure we assume, like for the congealing later on, independent
but not identical distributed coordinate samples. Therefore, for each coordinate location
x1,, a different distribution P* has to be estimated. The only difference, with regard to the
concealing, lies in the assumption of having a Gaussian distribution, like we already did
it for the deduction of the bivariate similarity measures. Here, the mean y;, and variance
o7 of the distribution depend on the voxel location. The intensity mapping is again f =
{f1,.-., fn}- The MLE is as follows

1
—log(L(T)) = —ngp(u{,...,ul)

— —Nlog H Pk :Uk) u,ll(xk))
e

= —— Z logP L), . U%L(:’Ck))

kaQ
N —— Z logHPk
a:kEQ i=1

L it () — )2

1 =3
= —= log | —e
xkzeﬂ ; \/%O'

_ Z Z <log _ ;(fi(uf(ﬂfkl) - Mkz)2>

kaQ =1

T L > Ui pe)*

xkEQ k i=1

Q

with
pie = Ei [fi(ui(wx))] -
Analogous to the deduction of the pairwise SSD we assume the identity as intensity map-
ping, leading to
—log(L Z 2
rk eqN i=1

This corresponds to summing up the variances at each voxel location leading to the name
sum of voxel-wise variances (SVV). In practice, we do not have n images overlapping at each
location but my, resulting in

SVV(u,. .. up) = — Z Z iy () = p)?
Z‘kGQ
~ Z wy - E; { Ub(i)(xkz) — k) ]
e

with the weighting coefficient wy, ¢ the index function, and the voxel wise mean

LSl ()
= — U, T
mki:l L(Z) k
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3.4.2 Sum of Absolute Differences

The extension of the SAD is analogous to the SSD so that we just state the formulas
SAD(u,v) = E Uu - vl\] :

Semi-simultaneous:
SAD(UHUQ, NN ,un) = Z Wi E [\ul — um .

Full-simultaneous:
SAD(uq, ..., un EWU [u—ulﬂ

? J
1<J

Voxel-wise:

SAD(uy, ... un) = Y wi-E; [|Uf(i)($k) - Nk”
T EQ

3.4.3 Normalized Cross Correlation

The bivariate normalized cross correlation (NCC) is calculated by

NCC(u, v) Z — E[u(X)])(v(x}) —Efp(X)])

Taking normalized images

we ease the notation to
NCC(u,v) = E[a - o).

Semi-simultaneous:

NCC(UHUQ, e ,’U,n) = Zwlji . E[ul ﬁl}

Full-simultaneous:
NCC(ut, ..., un) = Y wij - Ela} - a}].

We also use a voxel-wise extension of NCC, which generalizes the basic idea of NCC by
multiplying the values at a specific location. Unfortunately, we cannot state a deduction
from our MLE framework for this extension.

NCC(uq,...,uy) = Z (wg - ul( 1 L(Q) l( )).

TREN
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3.4.4 Correlation Ratio

The correlation ratio is defined by

Var(u — f(v))

CR(ulv) =1— Var(u)

with f the least-squares approximation of u in terms of v. This is uniquely solved by the
conditional expectation [38] of u with respect to v

Var[u — E[u|v!]]
a Var(u)
Var[E (u|v!)]
Var(u)

CR(ulv) =

When using the correlation ratio one has to choose between four different realizations of
the measure [53]. These four cases arise from the asymmetry of the measure (CR(u,v) #
CR(v,u)). And the question, important for each similarity measure, of which image to
choose as reference and floating image (CR(u, v') # CR(u',v)). The choice of the order of
the images should depend on which image serves as a good model for the other one. The
floating image should be the one with the higher resolution to guarantee a high quality of
the interpolated image. For our experiments, all the images had the same resolution and
also their modeling capabilities were similar so that there was no significant difference
between the four choices.
The semi-simultaneous extension is as usual

" Var[E(ui|ul)]
CR(U1|U2, e ,un) = E wlyi—l
= Var(uy)

For the full-simultaneous extension it would normally be necessary to sum up the upper
and lower triangular part of the similarity matrix because the measure is asymmetric. But
our experiments show much better for summing up just the upper triangular part:

Var[E (u; [u})]
CR(’LLl7 o ,un) = Zwi’j—lj'
i<j Var(u;)

In our search for another extension of the measure to multiple images, we first give some
more details about the structure for the bivariate case:

Var[E[Y|X]] = Var[Y]—E [Var]Y|X]]
= Var[Y] - E [E[Y?|X] - E[Y]X]?]
= Var[Y] - E[Y?] +E[E[Y|X]?]

2
= Var[Y]-E[Y?]+> <Zy -P(Y =y|X = x)) P(X =x)
x Yy

by using the property that
E[E[Y?|X]] = E[Y?].
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This property holds because of

E[EY?X])] =

Y EY?X =a]- P(X

> (Z vy P(Y =y|X = x)) P(X

Y>> P P(X =aly =y) PY
S =) (S P =aly =)
> vt PY =y)

)

E[Y?.

x)

z)

Y)

A voxel-wise approach for a getting a multivariate measure, as we did for the others, is not
possible for the correlation ratio. The design concept of the CR is to analyze how well one
image is predicted by another one. When we have a couple of voxels on a certain location
we would have to choose one as reference, what is not desired. In the following, we list
two ideas, how extensions for the correlation ration may look like. A first idea is to start

with

CR(“I’UQv v :Un)
further
E[EY|X:,.... X7 = Y ..

1

P(Xlzl'l,...

2
...Z(Zy'P(Y=y|X1Zl‘l)"'P(Y:y‘anﬂﬁn))
P(Xl :$1)-"P(Xn

2

Q

>

1

2

Tn

E[E[Y[X1]?] +...

_ Var[E[ug |ug, . .., upy]]
Var(uy)
_ Var[u] - E[uj] +E [Elur]uz, .. ., un)?]
N Var(uq)
- E[u?] E [E[uﬂuz,...,un]Q]
Var(u) Var(u)

>3

Tn

(Zy'P(Y:ZAXl:UCl,---

Yy
7Xn = xn)

Tn)

2
(Zy-P(Y:y]X1:x1)> P(Xi=z1)+...+

= !Tn)

2
(ZyP(YZy|Xn :xn)> 'P(Xn
Yy

+E [E[Y|X,]?]
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leading to
Var[E[ug|ug, . .., uy]
Var(uy)
E[u?] E [E[uﬂuﬂﬂ +...+E [E[u1|un]2]
~ Var(u) Var(uy)
E[u?] 7o E [Efua|us)?]
Var(u1) Var(uq)

CR(u1 |’LL2, - ,Un)z‘deal =

- 1-

A second idea for an extension
Var[E(u1|ug, ..., u,)]
Var(uq)
Var [% Zxk ik . P(ik’UQ, . ,un)]
Var(uy)
Var [ % 32, TTi—g ik - Pixlu;)]
Var(u;)
Var [ 7;:2 % ZJ»‘k ik . P(zk]uj)]
Var(uy)
Var ([} Efu1 |u]]
Var(uy)
[T}, Var [E[us |u;]]
Var(u;)

CR(u1lug, ..., Un)ideaz =

Q

3.4.5 Mutual Information

Mutual information became, since its introduction in 1995, one of the most popular simi-
larity measures for medical image registration [48].

3.4.5.1 Entropy

H(X) = =) P(z)-logP(x)
reX

H(Xq,...,Xn) = — Z P(z1,...,xy) - log P(x1,...,2p)

T1€X1,;Tn€Xn

3.4.5.2 Bivariate

Mutual Information for two images:
MI(u,v) = H(u) + H(v) — H(u, v).
An overlap invariant similarity measure, the normalized mutual information, was intro-
duced by Studholme et al. [60]
H(u) + H(v)

NMI(u,v) = (. 0)
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3.4.5.3 Multivariate

In contrast to the other measures, a couple of articles can be found in the literature about
the theoretical extension of mutual information [62, 57, 34]. Practically, it was already used
for the simultaneous registration of 3 images [4, 59, 32, 73]. The formula for the generalized
mutual information is

N
Mln(ul,z@,...,un):Z(—l)k_l Z H(uiy, ..., u4,).
k=1

11 <o <ip

Since this formula is a bit hard to understand we give an example for n = 3 to have a better
idea of its structure

MI3(’LL1, ug, U3) = H(ul) +H(U2) +H(U3) — H(ul, UQ) — H(ul, ’LL3) — H(UQ, U3) +H<U1, ug, U3)

Using this extension leads to problems that were already addressed in section 3.3.2. First,
the missing flexibility to deal with varying numbers of overlapping images. Second, the
problems for estimating multivariate probability density functions for larger n. According
to [20] it is still tractable for small n, without further quantifying n.

Frequently, an extension is used that was introduced by Watanabe [69] under the name
total correlation. It expresses the amount of redundancy or dependency (and thus structure)
existing among a set of variables

n

Cluy,ug,...,up) = ZH(%) — H(uq,ug, ..., uy).
i=1

But despite the easier structure of this formula in comparison to the mathematical correct
extension, it poses the same problems.

An approximation for mutual information was proposed by Kern et al. [24] that is pretty
much the same as what we called the full-simultaneous summed-up bivariate extension,
by summing up the upper triangular part of the similarity matrix. Instead, Kern et al. sum
up the upper and lower triangular part, but because of the symmetry of mutual informa-
tion this is redundant:

Mlopp (ur, ug, ..., uy) = Z MI(u;, uj). (3.8)
i,GE€{1 0 m} i ]

For the sake of completeness we also mention the semi-simultaneous bivariate extension

MI(’U,1|U2, v 7u7’b) = Zwl,i : MI(ulvu’L)
=2

3.4.5.4 Stochastic Congealing

For the voxel-wise extension of mutual information we use stochastic congealing. The
idea of congealing was first introduced in the machine learning and vision literature [36].
Zoellei modified the original framework to let it work with medical data and added an
efficient stochastic optimization, leading to the name stochastic congealing [74].
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The assumption by congealing is to assume independent but not identical distributed
coordinate samples. Therefore, for each coordinate location zy, a different distribution Pk
has to be estimated. If we further assume that the images are independently and identi-
cally distributed the log likelihood can be approximated by

1
l0B(£(T)) = - log P(ul.....u})

1

= Nlog H Pk(u{(a:k),,u%(xk))

xR €Q

1

= ¥ Z long(u{(mk),...,uﬁ(a:k))

TR EQ

v 3 tog IT PH(ub ()

z, €Q =1

= % Z Zlong(u}(mk)).

TN i=1

The inner sum is closely related to the sample entropy leading to

log(L(T)) ~ > H(P").

€

The MLE can therefore be approximated by the sum of voxel-wise entropies. In practice,
this measure is used within a stochastic optimization framework and not all locations are
summed up, but only certain number of randomly selected ones. Depending on how
many percent of the locations we evaluate, this leads to an enormous speed up. For more
information see section 3.5.3.

The congealing has tremendous advantages for the mosaicing. First, it offers enough
flexibility to deal with varying numbers of overlapping images. And second, no joint pdf
has to be estimated, instead, one-dimensional distributions are estimated that are fast to
calculate, even for a growing number of input images. Problems can arise when having
not enough voxels at a certain location to make reliable estimations. Here, also the voxels
in the neighborhood can be taken into consideration, the so called cylinder.

3.4.6 Conclusion

In table 3.1, we summarize the previous paragraphs and state the extensions for the simi-
larity measures that we are working with. In order to have the table clearly arranged, we
relax the mathematical strictness.

3.5 Speeding up the similarity calculation

The gain of quality, when using multivariate similarity measures, comes along with a rise
in computational complexity. In order to keep the registration time still at a reasonable
level, we introduce methods that speed up the registration.
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Pairwise Semi-Simultaneous | Full-Simultaneous Voxel-Wise
SSD | E[(u-v!)? Zwu (wi-up)? | D wigBlu -up)? | Y wrBal (- ()]
1<J T €N
NCC | E[a- '] Zwlﬂ-E[al - @] > wiEla) - il S (wr - af - s ab)
i=2 i<j TLEN
VarE(up))] | N~ Var[E(uful)]  VarlE(u}[u})]
CR arVar(u) Zwlﬂ Var(ull) wa Var(u#)g -
=2 1<J v
MI MI(u,v}) Zwl,iMI(ul,uf) Zw”MI ul,uj Z wpH(PF)
1=2 1<j z, €EQ

Table 3.1: Summary of bi- and multivariate similarity measures in shortened notation.

3.5.1 Region of overlap

For mosaicing, the target volume is normally much larger than the input volumes. For the
calculation of the similarity, we have to iterate over each voxel in the target volume. Since
the grid of the target volume is quite large, this iteration has a high computational cost.
Increasing the speed of this iteration, has a strong influence on the overall performance of
the registration. Depending on the imaging scenario, large regions of the target volume
may just be covered by one image, where no similarity metric can be evaluated, see figure
3.2. The definition of a region of overlap (ROO), to which the iteration is limited, can
therefore speed up the calculation. Since we are interested in keeping the estimation of the
ROO simple, we approximate it by a cuboid.

Figure 3.2: The target volume (solid line) and the region of overlap (dashed line) are drawn
for two imaging scenarios. Iterating over the region of overlap is sufficient for
the similarity estimation.

3.5.2 Partial Compounding

For the semi-simultaneous registration, a technique, which we refer to as partial compound-
ing, can be used to gain on registration speed. In the semi case, only one image is moving
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at a time while the other n — 1 images stay fixed. These n — 1 images are temporary com-
pounded so that we end up with two images that are used for the registration. For the
construction of the compounded volume two different strategies exist. First, to really re-
duce the possible n — 1 voxel values at a certain location to one value, leading to the usage
of bivariate similarity measures. Second, to create a volume where up to n — 1 values can
be saved at each voxel location; allowing for the usage of multivariate similarity measures.
The creation of the compounded volume takes some time, so that it only makes sense
for a high number of registration steps k, see table 2.2. Since for the semi-simultaneous
approach it suffices to limit the similarity measure evaluation to its grid, also the com-
pounding can be limited to that part. Leading to a smaller partial compounded volume.

3.5.3 Stochastic similarity measures

Stochastic similarity measures are evaluated at a randomly picked subset of the grid €2,4,q4 C
Q2. They break with usual approach of getting a similarity estimation by evaluating the
similarity on all locations. Stochastic similarity measures have to be used with a stochas-
tic optimization framework, which is able to deal with its variations. Zoellei [74] used
this technique in combination with the congealing and had good results by only selecting
0.05% - 2.5% of the total voxels. The gained speed up is enormous. For mosaicing we have
to choose slightly higher values becaue the amount of overlap is generally low. Addition-
ally, its implementation is easy and it can be used for most of the similarity measures.

suonesa)|

«

/ A \ ,
Figure 3.3: The Gaussian pyramid (large) combined with the stochastic pyramids (small)
can lead to an enormous speed-up of the registration.

We propose the combination of a progressive stochastic approach with a multi-resolution
framework. The multi-resolution framework uses the so called Gaussian pyramid that is
described for instance in [21]. At each level of the pyramid a low-pass filtered and down-
sampled version of the original image is used. The registration is started on the highest
level of the pyramid corresponding to the images with the lowest resolution. When step-
ping down the levels of the pyramid, the registration result of the previous level serves as
initial value. Using this method has several advantages. First, it speeds up the registration
because good estimations are already achieved at the coarse levels, so less optimization
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steps are necessary on the high resolution images. Second, it avoids the registration to be-
come too easily trapped in local minima [6]. And third, ultrasound images are corrupted
by speckle noise which can be reduced by Gaussian filtering, see section 5.3.2.2. The num-
ber of used levels varies depending on the resolution of the images, but three levels is a
good reference value.

We add to the idea of the Gaussian pyramid the usage of stochastic similarity measures.
We use a progressive version of the stochastic measures meaning that the percentage of
considered voxels increases during the registration. This can be seen as a stochastic pyramid
in contrast to the Gaussian one. Replacing the Gaussian pyramid with the stochastic one
does not work because we would loose the advantages coming from the filtering. There-
fore, we combine the two approaches. At each level of the Gaussian pyramid we start
with a low percentage of considered voxels and increase it progressively, see figure 3.3.
In contrast to the Gaussian pyramid, where it takes some computational effort to create
the images for each level, the stochastic pyramid comes without computational cost. The
relatively fine-grained approach of the stochastic pyramid, forms therefore a good com-
plement to the coarse-grained Gaussian pyramid.
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Reconstruction

In the previous chapters, various strategies were described, focusing on how the global alignment
of the input images can be calculated. In this chapter, we will concentrate on the last part that is
still missing for the creation of mosaics, the reconstruction. There are two different demands on the
reconstruction that are slightly different. First, the creation of an extended field-of-view. Here, the
focus is on stitching several images together to enlarge the captured area with a minimal amount
of overlap in-between the images. Second, the improvement of quality in the final image. Here,
acquisitions of the same part of the body are taken from different perspectives, what is also known
as spatial compounding. In the following sections, we describe general and advanced methods for
the reconstruction. More than for the registration, the right strategy for the reconstruction depends
to a large extent on the imaging scenario so that specific solutions for specific scenarios have to be
developed.

4.1 General Methods

In the following, general methods for the compounding of intensity images are described.
They are sufficient for the creation of extended field-of-view images and can lead to an
increase of quality in the overlapping regions. But for really focusing on quality improve-
ment, specific methods like in section 4.2 should be chosen. The following methods do not
consider any neighborhood relationships. At each location zj, in the grid 2 we suppose to
have m values X = {z},...,27}. These values are equally weighted.

1. Selection: The intensity of one image j is selected at a certain location x.
Sel) =z, 4.1)
2. Mean: The mean value over all pixels at z}, is calculated.

Meany, = E[Xj] 4.2)

3. Median: The median value at x;, is chosen.

Median;, = median{z},...,z7} (4.3)
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4. Max: The maximal intensity value is chosen at zj,.

Maxy, = maz{z},..., =7} (4.4)

5. Min: The minimal intensity value is chosen at x.

Ming = min{z,...,z} (4.5)

6. Geometric Mean: The geometric mean calculates the mean on log-compressed im-
ages [66] at zy.
Geometric Meany, = {/z} - 27 - - - 2 (4.6)

When using mean and geometric mean one has to pay attention that new intensities are
created, which are not existent in the input images. Thus, the compounded volume may
be augmented with artificial structures that do not correspond to real ones, and therefore
seriously affect the clinical acceptance. For multiple overlapping images, we achieved
good results with the maximum intensity method. It assures that any depiction of anatomy
gets transferred into the final image. This is especially interesting for imaging scenarios
with occlusion. But also image artifacts and noise get accumulated in the final image,
leading to many confusing structures. In contrast, methods like mean and geometric mean
are less sensitive to noise and artifacts but produce a blurred output. The median gets
rid of outliers in individual volumes, but does not average the intensities like the mean,
resulting in a less smooth volume. The selection method makes most sense in combination
with prior knowledge, indicating which value to choose for a certain location.

At the reconstruction process, we are profiting from our multiple image framework in
terms of interpolation. Methods, which consider mosaicing as a sequence of pairwise com-
pounding, interpolate several times in the overlapping regions, leading to a decrease of
quality. Since we are having all images at the same time available, we can use the method
proposed by Wein et al. [70] for efficient backward-warping compounding. The voxel co-
ordinates of the reconstruction volume are back-projected to the original images so that an
interpolation at exactly this position, in the original image, is done. This assures a high
quality compounded volume.

4.2 Advanced Methods

Not so much work has been done yet to explore more sophisticated compounding strate-
gies. In this section, we will present methods that have been proposed in the literature.
Leotta et al. [8] improve the compounding by incident angle weighting. They use the de-
pendence of echo intensity on the angle of incidence of the ultrasound beam on a reflecting
surface, see figure 4.1. Therefore, local weights have to be assigned depending on the local
incidence angle of the ultrasound beam. This can lead to a significant enhancement of the
result when comparing to the mean calculation. However, the algorithm is based on the
segmentation of the surface in the data, which is challenging for complex data.

Grau et al. [16] also use an approach that assigns local weights. They use the image
phase to obtain multi scale information about local structure definition and orientation
to weight the contributions of the images. The image phase has the advantage that it
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Beam 1

‘ Beam 2 \
-

\

Figure 4.1: Weighting by incidence angle: for the target region the beam 1 would be given
a higher weight because its incidence angle is closer to the normal.

is invariant to image contrast and brightness, what makes it particularly interesting for
ultrasound. For the calculation of the local phase they used an approach proposed by
Felsberg et al. [11] to calculate the phase in n-dimensions. For further details, we refer to
section 6.2.1.

An algorithm that uses lateral beam steering for producing spatial compounded images
was presented by Treece et al. [61]. Angular compounding, where the beam is steered
laterally to various angles and the images averaged, is a frequently used technique. It
increases the signal to speckle ratio and reduces the dependency of reflection from planar
interfaces. However, angular compounding has the effect that artifacts are blurred in the
final image. To avoid these problems Treece et al. use scans with known angles, which are
used to deduce the attenuation for which they set up a specific model.

Another approach that addresses more the problem of general image quality improve-
ment in ultrasound images than shadow reduction and surface reconstruction was pro-
posed by Ng et al. [37]. Ultrasound images are corrupted by inherent blurring. The
blurring can be characterized by a point-spread-function (psf) which models the spatial
extent of the blurring of a single point. Ng et al. first use a line target to determine the psf
and utilize it then to filter the images for improving their quality. Another approach is it
to acquire images from known angles to make a blind deconvolution, where the first step,
the estimation of the psf, is not needed anymore.
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Chapter 5

Experiments on ultrasound images

In this section, we will describe the experiments that we conducted and the results that we obtained.
To be able to conduct the experiments and to test the developed strategies and similarity measures,
we implemented a mosaicing prototype. This prototype also has a bundle of methods to pre-process
the ultrasound images, which is inevitable because ultrasound images are especially prone to noise
and shadow. For the experiments we use images of clay models and ultrasound phantoms. The
acquisitions from an abdominal phantom are done in combination with optical tracking to have
ground-truth data. To analyze the quality we show similarity measure plots and the results of
random studies. The best results are obtained from the baby phantom.

5.1 Research prototype

To conduct the experiments a research prototype for mosaicing was implemented with a
special focus on visualization during the registration, to better understand the procedure.
The platform independent prototype was written in C++ by using OpenGL® for the 3D
visualization, FLTK® for building the graphical user interface, and the CAMP-Lib' for
image processing. The design is based on the model-view-controller architectural pattern,
to decouple the user interface from the data. Volume renderings of the images help to
find the initial alignment. During the registration, the online compounded volume or a
multiplanar reconstruction (MPR) slice through the volume can be visualized. Moreover,
a triple view with three orthogonal slices through the fused volume helps to make a visual
assessment of the registration result. Screenshots of the prototype and the triple view are
shown in figures B.10 and B.11.

5.2 Non-linear Optimization

The two core parts that make up a registration are the similarity measure and the opti-
mization algorithm. For an illustration of the registration framework see 5.1. During our
work we focused on similarity measures, which were described in detail in section 3. The

!Object-oriented library developed at the Chair for Computer Aided Medical Procedures -
http:/ /campar.in.tum.de/Chair/ResearchCamp
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Figure 5.1: Schematic registration framework for multiple image alignment. The current
alignment of the transformed images is evaluated and depending on the score
the compounded volume is created or a new registration cycle with a new pose
is started.

optimization, more precise the non-linear optimization, is a complex subject by itself so
that we just describe the basic idea of the used optimizers, which are frequently utilized in
the field of medical image processing.

Best Neighbor Search

The best neighbor search is a simple optimization method also referred to as hill-climbing
[50]. In every iteration, the pose in each of the n degrees-of-freedom is changed by a
specific step size in both directions. The cost function is evaluated at these positions. After
having the score of all 2 - n neighbors calculated, the best one is chosen and the same
procedure is repeated based on this value. If the optimum corresponds to the current
position, the step size is either downscaled or the search terminates, assuming that the
optimum has been found.

Downbhill Simplex

The downhill simplex method [50] uses the concept of a simplex, which is a polytope of
n+ 1 vertices in n dimensions; a line segment on a line, a triangle on a plane, a tetrahedron
in three-dimensional space and so forth. A starting simplex is defined, the cost function is
evaluated at the corners, and depending on the results the shape of the simplex is changed.
The worst corner is replaced by a new point that is hopefully better.

Powell’s Direction Set Method

Powell’s Direction Set Method starts at a given position in the parameter space, and mini-
mizes the cost function successively along certain directions. Therefore the problem is split
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up in two parts: Finding the best directions in n-dimensional space, and doing efficient line
minimization on a new cost function with only one parameter. The latter problem can be
solved very well with an algorithm called Brent Line Minimization. It uses both parabolic
interpolation and golden section search, choosing dynamically in each step which method
is more appropriate. For a detailed description we refer to [50].

5.3 Ultrasound Images

US images are commonly said to be “gradient images” since they enhance the interfaces
between anatomical structures. The physical reason is that the amplitudes of the US echoes
are proportional to the difference between acoustical impedances caused by successive tis-
sue layers. Ideally, the US signal should be high at the interfaces, and zero within homo-
geneous tissues. In reality, US reflections also occur within tissues due to small inhomo-
geneities (compared with the US wavelength) which are almost invisible in MR. At this
scale, there are significant interference patterns between the ingoing and outgoing pulsed
waves, resulting in speckle. As a consequence, homogeneous tissue regions generally ap-
pear in the US with nonzero mean intensity and strong texture. During this section, we will
describe how the image formation of ultrasound images works and present techniques for
pre-processing them to reduce speckle and detect occlusion. Leading to an improvement
of the registration and reconstruction.

5.3.1 Image Formation

A sound wave is typically produced by a piezoelectric transducer encased in a probe.
Strong, short electrical pulses from the ultrasound machine make the transducer ring at
the desired frequency. The sound is focused either by the shape of the transducer, a lens
in front of the transducer, or a complex set of control pulses from the ultrasound scan-
ner machine. The return of the sound wave to the transducer results in the same process
that it took to send the sound wave, except in reverse. The return sound wave vibrates
the transducer, the transducer turns the vibrations into electrical pulses that travel to the
ultrasound scanner where they are processed and transformed into a digital image. The
ultrasound scanner must determine three things from each received echo: First, the direc-
tion of the echo. Second, how strong the echo was. And third, how long it took the echo
to be received from when the sound was transmitted. Once the ultrasound scanner de-
termines these three things, it can locate which pixel in the image to light up and to what
intensity.

5.3.2 Image pre-processing

Ultrasound images are prone to noise, especially speckle noise and shadow. It is necessary
to use methods to reduce them because they influence the quality of the registration and
reconstruction.




44 Chapter 5 Experiments on ultrasound images

1. Start with beam B = (bg,...,beng) in image
2. Iter := 0
3. Do

2.1 Compute variance o of (bg,...,brter)

2.2 Iter = Iter + 1
4. While ((o < threshold) AND (Iter <= end))

5. Use (b07 . ~;bIter)

Table 5.1: Algorithm for top-down variance based shadow suppression.

5.3.2.1 Shadow suppression

Structures with a high acoustical impedances e.g. bone lead to a total reflection of the
ultrasound beam, causing occlusion of the underlying parts. In these shadow parts, we
normally have values with zero intensity but also artifacts from double reflection. It is
obvious that we cannot use these regions for the registration so that we have to think
about methods how to single them out. One approach that is very easily integrated into the
registration workflow is to set all voxels in the shadow region to zero. Since we don’t want
to use them for the registration, we consider only values larger than 0 for the registration.
This has the disadvantage that the registration focuses on the alignment of structures and
background information is not considered anymore. Another approach is to mark the
shadow regions explicitly not to be considered. This can either be done by using a separate
boolean volume in which for each voxel is noted if it is shadow or not, or by reserving one
of the intensity values in A = {0, ..., 255} for that purpose. In both cases, the registration
process has to be slightly adapted to this issue.

We try three different approaches for the shadow suppression. First, the intensity val-
ues along the direction of the beam heading towards the transducer face are compared to
an intensity threshold. All values are neglected until the first time one value exceeds the
threshold [47, 30]. Second, the variance is calculated along the beam until it exceeds a vari-
ance threshold [71]. Depending on calculating the variance top-down (TD) or bottom-up
(BU), we consider the values until the threshold is reached or the values that are remain-
ing. A sample algorithm for the top-down approach is shown in table 5.1. And third, a
robust maximum search along the beam. The robustness is achieved by filtering the beam
with a low-pass filter in advance.

Before we apply the shadow suppression methods the first 2cm of the top of the images
were cut away. On patient data, this corresponds to the skin and is prone to intensity
variations that are undesired [47]. Moreover, it leads to better rigid registration results to
remove the due to probe pressure non-rigidly deformed parts.

Results

In figure 5.2 the results of the four described approaches are illustrated. The test image is
a sonographic acquisition of the human thigh. Like already mentioned before, we cut the
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(a) Original (b) Intensity (c) Variance TD (d) Variance BU (e) Maximum

Figure 5.2: Comparison of four shadow suppression methods. For larger images see figure
B.1.

top part of the images. For the intensity approach we used an intensity threshold of 170.
For the top-down approach we used a variance threshold of 775 and for the bottom-up
approach we set it to 550. The maximum method runs without any further parameteriza-
tion. For all the four approaches we used a consecutive median filtering to get a smoother
borderline.

The experiments show that the intensity based suppression is not very robust and parts
of the bone were also marked as shadow. The variance based approaches perform better,
although they either do not cover the whole shadow region or detect too much. The best
results were obtained with the robust maximum approach. The boundary corresponds
exactly with the bone. But this works only of there is a significant boundary corresponding
to high intensity values. Otherwise the maximum may lie anywhere in the image.

The high influence of the shadow suppression for the registration becomes apparent
from the experiments on the abdominal phantom, see 5.4.2.

5.3.2.2 Speckle reduction

Sonography suffers from artifacts caused by coherent wave interference known as speckle.
Speckle limits low resolution image contrast and may even obscure true structures in high
contrast regions. Nevertheless, a recent work on freehand 3D ultrasound uses speckle for
the registration of the slices [19]. This requires a permanent stream of high-resolution scans
from a similar viewing angle with a small spacing between slices. Hence, the same speckle
patterns will be visible on successive 2D images. For the alignment of 3D volumes for
mosaicing, these requirements do not hold because we do not have a permanent stream
of 3D volumes but, instead, volumes from varying viewpoints. On these images, speckle
patterns at the same physical location look different. Therefore, we have to pre-process the
input data sets to reduce the influence of speckle noise.

A well known technique to reduce it is by low-pass filtering the image e.g. with a Gaus-
sian filter [13, 47]. For the reconstruction either the original or the filtered images can be
compounded. When using the filtered images, the final image will be less corrupted by
speckle noise but, in contrast, more blurred. On the other hand, when using the original
images the influence of speckle will be reduced by averaging the images. This comes with
the advantage of no additional blurring.
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(a) Spine (b) Heart

Figure 5.3: Imaged clay models.

5.4 Experiments and results

In this section, we present the experiments that we conducted and the results that we
obtained. Our imaging objects are clay models and ultrasound phantoms. The best results
are obtained for the baby phantom. The acquisitions are done with a Siemens Sonoline
Antares® 2.2-4.7Mhz with a 3D/4D curved 1D array wobbler probe and a prototype of a
2D array probe with CMUT? technology.

5.4.1 Clay models

A first set of experiments is done with clay models because they produce nice sonographic
images when put into a water bath. The temperature of the water was about the body
temperature. This was necessary because the speed of sound depends on the temperature
of the medium and ultrasound machines are calibrated for the acquisitions of body tissue.
An experimental set up is shown in figure B.4.

Spine model

A clay model of the human spine was created® see figure 5.3(a), which is basically a long
tube with some attached features. The model is too long to be visible on one image. We
made 12 successive acquisitions with about 3cm displacement and stitched them together.
3D renderings of the compounded volume are shown in figures B.2 and B.3.

According to our analysis in section 2.3, for this imaging setup good registration re-
sults should be achieved with the pairwise sequential or simultaneous registration. To
get a better understanding of the scene from a registration point of view, we plot the in
table 3.1 proposed similarity measures, see table 5.2. For the plot, image number three
was translated in the interval [-50; 50] mm along the main axis of the model. One clearly
sees the high overlap dependence of the bivariate measures, being a source for misregis-
trations (total overlap at about -30mm displacement). In contrast to that, the multivariate

2Capacitive Micromachined Ultrasound Transducer.
3Despite lacking pottery experience of the author.
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(a) Imaging setup (b) 3D Rendering with cutting plane

Figure 5.4: Rendering of CT scan from heart model augmented with US fan and cutting
plane.

extensions of SSD provide a smooth cost function with a clear maximum at the correct
position 0, and only a very small peak at the locations of total overlap (+30mm displace-
ment). The extensions for NCC, CR, and MI do not perform very well in this scenario. An
exception is voxel-wise MI which also produces a smooth cost function. Reasons for the
bad performance of the measures may lie in the only surface enhancing nature of the clay
acquisitions.

Heart model

3D images of a heart clay model (figure 5.3(b)), in the water bath were acquired from six
different angles, see figure B.4. The imaging setup is shown in figure 5.4(a). We use a cut-
ting plane through the reconstruction volume to visualize the registration error, see figure
5.4(b). When using pairwise registration the summed up error leads to a large displace-
ment between the first and sixth volume, figure 5.5(a). The pairwise registration with a
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(a) Pairwise (b) Lie Norm (c) Semi-Simult (d) Full-Simult

Figure 5.5: MPR slice through the compounded volume after the registration with the 4
discussed strategies. When using pairwise registration, error terms sum up,
leading to large displacement that becomes visible between the first and sixth
volume. Applying a subsequent Lie normalization reduces the error. Simulta-
neous registration intrinsically deals with these errors leading to better regis-
tration results.

successive Lie normalization corrects this error, but the alignment is not perfect, figure
5.5(b). The semi-simultaneous registration provides good results, figure 5.5(c), but supe-
rior results are obtained with the full-simultaneous registration, figure 5.5(d).

5.4.2 Abdominal phantom

We acquired eight volumetric images from a multimodal abdominal phantom, see figure
5.7(a) for the 3D rendering of a CT scan. During the scanning, the pose of the transducer
was measured by an accurate 6-DOF optical tracking system, see figure B.5 for the experi-
mental setup. This enabled us to make a random registration study based on ground truth
data. The accuracy of the tracking with the manual probe placement is about 2mm for
translation and 2° for rotation.

To be able to use the tracked pose information, the calibration matrix 7¢, mapping from
the probe to the image coordinate system, has to be estimated. Therefore, an imaging sce-
nario with coordinate transformations like it is shown in figure 5.6 was set up. Traversing
the coordinate systems yields the following equations:

T o T.T7 = T.T>
& TiaT. = T.ToT*

This is an AX = XB type equation, which is also encountered in the field of wrist-
mounted robotic sensors [39, 55]. The calibration matrix has the form of a homogeneous
rigid transformation with 6 DOF. Each of the equations puts three constraints on the ma-
trix, so that at least two equations are needed. A closed-form solution is presented in [55].
However, we prefer a least-squares minimization because it is more robust to noise:

arg n%mz d(Ti; Te, T. T; T, ) (5.1)

i#]
with an appropriate distance function d(, ). For this purpose, the Lie group estimation
framework like in section 2.4.2 could be used with the error ¢ = T¢. T} TZ»_1 ! TZ_]1 How-
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(a) Computed tomography scan (b) Four compounded US scans

Figure 5.7: Rendering of abdominal and baby phantom.

ever, we are using a method where we do not consider the transformation matrices them-
selves but, instead, their effect on points. To guarantee a high precision in the workspace,
we are placing a cuboid around it with the corners {p1,...,p,}. The fiducial registration
error is then

Tl’v T Z ‘Tacpz - ypz

Like for the spine model, we plot the proposed similarity measures by translating one
image in the interval [-50; 50] mm, see table 5.3 for the results. Once again, the bivariate
measures are misled from the right alignment at the position 0 by their overlap depen-
dence. The multivariate extensions of SSD and CR produce a smooth cost function with a
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Table 5.3: Excerpt of similarity plots from table B.2 for the abdominal phantom.
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Table 5.4: Excerpt of similarity plots from table B.3 for the abdominal phantom with shadow
suppression.

clear maximum at the correct position. The extensions of MI only have a local maximum
at that position. Simultaneous NCC has a very sharp maximum close to 0, but the cost
function is not very smooth making it hard to find. For voxel-wise NCC, the maximum is
at about 18mm displacement.

A second similarity measure plot is done after suppressing the shadow, caused by the
ribs and spine, see table 5.4 for the plots. This has a very positive effect on the bivari-
ate measures, having now a clear maximum at the correct position. The influence to the
multivariate measures is mixed. Measures like SSD, having already good results without
shadow suppression remain constant. Some like voxel-wise MI become better, some like
CR become worse.

We also ran a registration study, with an initial random deviation of maximal +20 mm in
translation and +20° in rotation from the correct pose. The mean and standard deviation
of each pose parameter of the seven moving images after 100 registrations are shown in
table B.9. The phantom presents a difficult registration scenario for the pairwise as well
as for the simultaneous registration. The result of the study for the pairwise registration
shows in general a large displacement from the correct position. Since registration errors
that were done at the first images are transferred to the following ones, the displacement
from the correct position is worse for the last images. The simultaneous registration leads
to much better results. The mean values are closely distributed around zero. But there are
also some large displacements in the rotational components of the images.
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Table 5.5: Excerpt of similarity plots from table B.4 for the baby.

5.4.3 Baby phantom

The last experiments were done on four sequentially taken acquisitions from a baby phan-
tom, see figure 5.7(b) for the compounded result. Also for this data set we plot the pro-
posed similarity measures, see table 5.5. One clearly sees the high overlap dependence of
the bivariate measures by having one peak at 0 and the other one at -37mm displacement,
corresponding to the total overlap. This is obviously a source for misregistrations. The
multivariate measures provide a smooth cost function with a clear maximum at the cor-
rect position 0. This also holds for other measures than SSD, see table B.4 in the appendix.

We also ran a registration study, with an initial random deviation of maximal +20 mm in
translation and £20° in rotation from the correct pose. The mean and standard deviation
of each pose parameter of the three moving images after 100 registrations are shown in
figure 5.8. The pairwise registration leads to a misalighment because of the total overlap
of the images 2 and 3, indicated in figure 5.8(a) by a mean of -34.9 mm of parameter 7. The
close distribution of the mean values around 0 after the simultaneous registration, together
with low variances, indicates good registration results, see figures 5.8(b) and 5.8(c). In the
appendix in figure B.8, we also state the results for other similarity measures than SSD. The
pairwise registration results are always very similar, with an overlap of the images 2 and 3,
although the normalized mutual information performs a bit better. With the simultaneous
extension for NCC and CR we achieve also very promising results. The results for the
extensions of MI show a large displacement from the correct alignment.
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Figure 5.8: Excerpt of random study results from figure B.8 for the baby.




Chapter 6

Conclusion and Further Development

In this section, we present a conclusion of the thesis and list methods that could further increase the
performance of the registration. This means the increase of quality of the registration as well as a
lower computation time. Unfortunately, we were not able to prove their advantages in practice, so
that we only sketch the general idea and their possible positive effects.

6.1 Conclusion

In this thesis, we treated the problem of three-dimensional ultrasound mosaicing by fo-
cusing on methods to calculate the correct global alignment. In the literature for ultra-
sound registration, we haven’t found approaches that deal with multiple image align-
ment. Therefore, we extended our search to general image registration where we came
across the simultaneous registration idea and the pairwise registration with Lie normal-
ization. For the simultaneous registration we used two variants, the semi-simultaneous
and full-simultaneous registration. During our work with simultaneous registration, we
found out that there is only a limited number multivariate similarity measures, being in-
troduced in the literature. Thus, we propose our own extensions of multivariate measures
that we deduce from a maximum likelihood framework. Basically, there are two classes of
extensions, which we are considering; first, summed-up bivariate measures; and second,
voxel-wise measures for which we deduced an extension of SSD. Due to the higher com-
putational cost of simultaneous registration we presented methods to make the calculation
more efficient, e.g., the stochastic pyramid.

Up to this point, our work was not specialized on ultrasound and is therefore applicable
for any modality. In order to achieve superior results for ultrasound registration we ap-
plied methods to reduce speckle noise and detect shadow in the images. For the shadow
suppression we described four approaches and discussed their performance on images of
the human leg.

In extensive experiments, we demonstrated the advantages and drawbacks of the pro-
posed registration strategies. Pairwise registration has the problem of accumulated er-
rors and the tendency of the similarity measures to favor a total overlap of the images.
Especially for accumulated errors, a consecutive Lie normalization like it was described
helps. But also the normalization is limited and builds upon good pairwise registration




54 Chapter 6 Conclusion and Further Development

results. For most cases the simultaneous approaches perform better, but they come with
a higher computational cost. In general, multivariate cost functions are superior to the
pairwise ones because they consider the whole imaging scenario. A further advantage of
the simultaneous strategies is that accumulated errors are dealt with intrinsically during
the registration. The full-simultaneous variant produces better alignments than the semi-
simultaneous one, but in return the semi-simultaneous one is faster.

The evaluation of the proposed similarity measures was insofar astonishing that the best
results were obtained with SSD. Since we are dealing with unimodal registration SSD was
expected to perform well, but other similarity measures that are able to deal with com-
plexer mappings of the image intensities should produce similar results. This was not the
case. While the similarity plots of the measures for the baby phantom showed good results
of all similarity measures, the performance on spine and abdominal phantom were more
diverse. This indicates that the performance of the similarity measures largely depends on
the imaging scenario and tests on the particular data sets have to be performed. For this
purpose, the visualization of the registration process in our prototype was of great value.

The proposed registration strategies have shown their good performance in the mosaic-
ing scenario in comparison to the standard sequential pairwise registration. Especially the
simultaneous registration is of great value for ultrasound mosaicing. Multivariate simi-
larity measures have the highest potential to cope with the difficult imaging scenario of
viewing angle dependent ultrasound images, which are only partly overlapping.

6.2 Further Development

6.2.1 Phase information

In the literature, the phase information is used to improve the registration [15, 7] and the
compounding [16]. Phase-based analysis has been proposed as an alternative to intensity-
based one for many image processing tasks. Phase provides invariance to changes in
brightness and contrast within the image. This property makes it particularly interesting
for ultrasound images, in which beam attenuation is present and echo intensity depends
on the angle of incidence of the ultrasound beam. Local phase is usually calculated by
combining the output of a set of filters with different angles. In [11], the authors introduce
a new approach to calculate the phase in n-dimensional signals: the monogenic signal,
an isotropic extension of the analytic signal which preserves its basic properties. Analo-
gous to the analytic signal for 1-D, to build the monogenic signal the Riesz transform, a
generalization of the Hilbert transform for higher dimensional signals, is used.

The phase is calculated by first filtering the images with a log-Gabor filter to achieve
frequency as well as spatial localization. The log-Gabor filter can hereby be replaced by
any other band-pass filter. Afterwards the monogenic signal is computed. This is done
by the applying the Riesz transform, extension of the Hilbert transform, to the images.
The Hilbert transform is necessary to calculate the imaginary part of the signal which is
essential for the phase calculation. The Riesz transform is obtained by multiplying the
image in the frequency domain by
Ui

HZ(U) =

ul
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where u = [u1, ..., u,|, with u; representing the i-th coordinate unit vector. There are as
many filters as image dimensions. In the case of 3D images, the monogenic signal consists
of 4 values, one real value (original signal) re and an imaginary 3-vector (result of Riesz
transform) im. The angles defined by this vector represent the local phase and structure
orientation, respectively. So what we refer to phase is defined by

V/im(1)2 +im(2)2 + im(3)2

re

phase = atan

with atan (arcus tangent) the inverse tangent.

For the registration, the phase information is used in form of a phase based similarity
measure. It may be possible to find a multivariate extension of this measure. For the
compounding, the values are weighted based on the phase information, see section 4.2.

6.2.2 Model-based registration

The term model-based registration has several meanings. It can for example refer to the
introduction of prior knowledge into the registration process in form of joint statistics of
correctly registered images or the introduction of a model of the underlying imaged object.
In this section, we discuss the introduction of a model of the imaged object. It is clear, that
it is not possible to have a model of the underlying object for all body parts, but for the
extremities it may be possible. The dominant structure in the extremities is the bone which
can be approximated by a cylinder, see figure 6.1.

A possible registration algorithm is to first “dock” each image to the cylinder model.
Then, the rotation axis of the cylinder is set to be the registration center and the images
are aligned to each other. First experiments show that the docking works well, because
of the strong and clear bone structure in the images. To enlarge the capture range of the
model, the intensity values decrease linearly from the surface of the cylinder. For the later
on registration of the volumes, the optimization over 4 parameters, 3 for translation and 1
for rotation along the cylinder axis, is sufficient.

Through the breakdown of the process into two parts and the usage of the prior-knowledge,
the overall registration becomes more robust. Unfortunately, from a current point of view,
its usage may remain limited to the extremities.

6.2.3 Optimization

Like already mentioned, the simultaneous registration leads to a high computational cost.
Methods for a faster evaluation of the cost function were shown in section 3.5. Another
possibility to speed up the registration, is to use more efficient non-linear optimizers.
For our experiments we used the simplex, the best neighbor, and the Powell-Brent opti-
mizer. Faster convergence could be gained by using gradient based ones or stochastic ones.
For the gradient based optimizers like gradient descent, newton’s method, or Levenberg-
Marquardt, the gradient of the cost function has to be approximated. The optimizers fol-
lows the direction of the gradient to faster approach the optimum. But the estimation of
the gradient leads to an additional computational cost.
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(a) Leg model (b) US acquisition of leg

Figure 6.1: Model of the human leg and ultrasound scan of leg.

Stochastic optimization adds randomness in the optimization process. The random-
ness may be present as either noise in measurements or Monte Carlo randomness in the
search procedure, or both. Stochastic algorithms have already been used for the image reg-
istration e.g. the simultaneous perturbation stochastic approximation (SPSA) algorithm
proposed by Spall [56]. Moreover, Zollei et al. used an stochastic optimizer within the
stochastic congealing framework [75]. Stochastic optimizers are necessary for working
with stochastic similarity measures.

6.2.4 Non-rigid registration

There are roughly two sources of non-rigid deformation in the images. Either the defor-
mation of soft tissue due to organ motion, or the compression of tissue caused by the
ultrasound probe. For the second kind of deformations, one could avoid the usage of a
non-rigid registration by uncompressing the image in a pre-processing step. Therefore,
tests would be necessary to determine the compression profile of the transducer for the
specific body parts. For all other kind of deformations, non-rigid registrations have to be
used, which come with a much higher computational cost than rigid ones. Also the chance
of misregistrations increases because of the increased degree-of-freedom.

6.2.5 Parallelization

At the moment, there is a paradigm shift in development of microprocessors from single-
core to multi-core processors. Further processors will possess multiple cores and the par-
allelization of the programs will be necessary to profit from their increasing performance.
This could be very beneficial for the registration, especially for the simultaneous regis-
tration, which comes along with a much higher computational cost than the pairwise
one. Parallelization can be done at different granularities. Either, fine-grain parallelism
that has relatively small amounts of computational work being done between communi-
cation events and therefore facilitating load balancing. Or, coarse-grain parallelism with
large amounts of computational work between the communication events. For the regis-
tration, the load balancing could be integrated into the optimizer, that sends to different
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worker units the task to evaluate a cost function at a certain position. The evaluation of
the cost function is very well suited for the optimization because it comes with a reason-
able amount of work and can be done completely independent, without communication to
other processes. Moreover, the amount of information that has to be communicated is very
small (only the pose). The optimizer would therefore have the additional task to manage
the parallelization.

Another possibility for a speed-up through parallelization would be the usage of the
graphics processing unit (GPU). The GPU is originally designed for the graphics render-
ing, where their highly parallel structure makes them more effective than typical CPUs.
Because of its increasing performance, it became more and more interesting to “misuse” it
to perform ordinary calculation. The translation of complex programs from CPU to GPU
is not trivial but the new generations of graphic boards support an ever increasing instruc-
tion set, making the port of parts or the whole registration to the GPU possible.
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Appendix A

Estimation problems on Lie groups

Bertrand’s Paradox [38, 45] is a well-known example for the problems that arise when
treating a Lie group like a vector space within an estimation problem. Similar problems
also come up when calculating estimates for 2D and 3D rigid transformations because they
form real Lie groups. The following generalization of concepts that are designed for usual
vector spaces uses the profound techniques of differential geometry. For an introduction
to differential geometry and Lie groups the reader is referred to the standard textbooks [10,
29, 17]. In this section we mainly refer to the basic statistical tools for geometric features
were developed by Xavier Pennec ([41, 42]).

In order to illustrate the problematic, let us take the example of the mean 3D rotation
which is also of central interest in this report. We could calculate the mean rotation matrix
R = 1%, R;, the mean quaternion § = 13, ¢; by using unit quaternions, or the mean
rotation vector 7 = % >_;ri. All these methods lead to different results, whereas the first
two are not even rotations. The main problem is that the addition and the multiplication
by a scalar are operators, which are only defined in a vector space (for example each chart).
For the development of a computational framework on manifolds the minimization of in-
trinsic values shows to be a powerful concept [44]. For the mean the minimization of an
intrinsic distance is necessary, which is provided by the Riemannian metric of the mani-
fold. Pennec developed an estimation and optimization framework for rotations and rigid
body motions where composition and inversion replaced addition and subtraction. The
interesting parts of this framework together with some basics of differential geometry are
presented in the following paragraphs.

A.1 Differentiable manifolds and Lie groups

A central role in differential geometry play differentiable n-manifolds and Lie groups which
are introduced in the following.

Definition: An n-chart on a set X is a pair (U, ®), where U C X and @ is a bijection
of U onto an open subset ®(U) C R™. Two n-charts (U, ®) and (V, V) are said to be
compatible if two conditions are satisfied:

1. (U NV)and ¥(U NV) are open in R".

200 L:®dUNV)—YUNV)and ®o U1 : W(UNV) — &(UNV) are
both infinitely differentiable.
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Definition: An n-atlas on a set X is a family {(U;, ®;) }iecr of n-charts such that:
1. Any two charts in the family are compatible.
2. X =U{U; i eI}

Two n-atlases are said to be compatible of their union is also an n-atlas.

Definition: An n-smoothness structure S on X is a set of n-atlases on X such that

1. Any two members of S are compatible.

2. Any n-atlas on X that is compatible with some member of S is also a member
of S.

Definition: A differentiable n-manifold M is a pair (X, S), where X is a setand S is an
n-smoothness structure on X such that the countability axiom and the Hausdorff
axiom are satisfied.

Definition: A Lie group G is a triple (G, S, o), where G is a set, S is an n-smoothness
structure on Gand o : G x G — G such that

1. (G, S) is a manifold.
2. (G,0)is agroup.
3. 0: G x G — G is smooth.

4. g— g~ ': G — @ is smooth.

Definition: The left- and right-compositions by an element g € G are

Ly: G — G
x +— Lg(z)=gox
Ry: G — G
x — Ry(r)=zo0g
with the differential maps
DLy(z): ToG — Tyoal

dgoy
u +— DLg(x) u= 3y

y=x
DRg(.T) . Txg — Txogg

u = DRg(x)-u:aya;g

y==

which define maps from 7, G the tangent space at the point x to its counterpart
TyorG Or T;0yG.
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A.2 Left invariant metric and distance

We are interested in measuring the distance between the various transformations. A Rie-
mannian metric can be defined for Lie groups which provides a distance metric.

Definition: A Riemannian metric for a Lie group G is a continuous collection of dot
products on the tangent space 7,G at

<vlw >,=vT - G(z) - w. (A1)

Each dot products can be transformed to the Id-tangent space 773G with the above
defined differential right- and left-compositions

G(z) = DL,(Id)"T - G(1d) - DL,(1d)~". (A2)

The left-composition differential map DL, is a left invariant metric. The distance between
two points of Lie group can be measured by measuring the minimum length of the curves
connecting theses points. The Riemannian metric provides therefore an intrinsic measure.
The minimal curves between points are referred to as geodesics +. It can be shown with the
calculus of variation that there exists one and only one geodesic v, ,(-) starting at 2 and
having u as tangent vector.

A.3 Exponential and logarithmic map

A central role in differential geometry plays the exponential map together with its inverse
the logarithmic map. For a point z € G, a vector v € T,G, and the uniquely associated
geodesic 7, ,(+) the exponential map is

exp,: 1,6 — G
u = expx(u):')’m,u(l)

with 7,.,,(1) the point reached after a unit time by the geodesic. Within the neighborhood
of x the inverse logarithmic map log,(-) is defined and

exp,(u) =y <= u=log,(y). (A.3)

For an illustration on the unit sphere, see figure A.1.

The notion of an exponential map can be ambiguous because either the Lie group or the
Riemannian one can be used, which do for rigid transformations not agree [2]. Because of
our major interest in distance measurements we continue by using the Riemannian expo-
nential map.

With the usage of left-invariant metrics the exponential and logarithmic maps at any
point of a Lie group can be related to their counterpart at the identity with:

log,(y) = DLy(Id)ologg(z~" o)
exp,(u) = xoexpyg(DLyId) u).
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u = log, (y)

————————————————————

exp, (u)

Figure A.1: Riemannian exponential and logarithmic maps on unit sphere together with
the geodesic.

The (geodesic) distance between tow points is then defined by:

dist(z,y) = dist(Id,z toy) = Hlogld(l’_l °© y)H

= (logig(z1 o) | logjg(z—" o y))

with < .|. > the inner product. We can limit our interest to the identity tangent space as
the above equations allow us to relate each other one to it.

A.4 Mean and covariance matrix

For the normalization of rigid transformations, in order to make them as consistent as pos-
sible, the statistical ideas of mean and covariance are essential. As already mentioned,
Lie groups are not vector spaces so these statistical terms cannot be easily applied. How-
ever, for any metric space, it is possible to define probabilistic spaces, random elements
and probability density functions [38]. Expectations and other usual tools are then defined
for random variables, which are real-valued functions of the probabilistic events, but not
directly for random elements of the group [46]. But, by changing the definition of the
expectation and using the Riemannian geometry tools from the last sections, it turns out
that a consistent statistical framework (including the mean, the covariance matrix, and the
Mahalanobis distance) can be defined [43].

Thinking of the mean as the element that minimizes the expected distance to a random
vector it is possible to extend this idea to Lie groups. Let = be a random element and let

o2(y) = E [dist(y, z)?]

be its variance at the (fixed) element y. This is well defined as dist(y, -) is a real-valued
function.
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Now let z be a random element of a Lie group G. If the variance o2(y) is finite for all
elements y € G, every element minimizing the variance is called a Fréchet mean element.
The set of Fréchet mean elements is thus given by

_ - : 2
Fr = arg min (E[dlst(y, x) ])

It can be shown that under suitable conditions, that are fulfilled here, there exists one and
only one Fréchet mean that is denoted as E[z].

To define higher order moments of a distribution, on a Lie group, the exponential map
at the mean point is used. The random feature is thus represented as a random vector with
zero mean in a star-shaped domain. With this representation, the covariance matrix can be
defined by:

Sew = E [loggy(z) - loggp(z)" ]
= DLy(E[x]) - E [logiq(E[z] " 0 ) - logq(E[] " o 2)"] - DLy(E[x])"

Finally, the Mahalanobis distance, which plays a key role to get a robust estimation of
the global positioning, is defined. The extension of the Mahalanobis distance to Lie groups
can be easily done with the above described covariance matrix. The Mahalanobis distance
of a point y to a random feature with Fréchet mean E[z] and covariance matrix 3., is given
by

12 (y) = logg ()" - S5 - loggpy (v)- (A4)
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Appendix B

Detailed experimental results
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Table B.1: Similarity plots of the in table 3.1 proposed measures for the spine.
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Table B.2: Similarity plots of the in table 3.1 proposed measures for the abdominal phantom.
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Table B.3:

Similarity plots of the in table 3.1 proposed measures for the abdominal phantom

with shadow suppression.
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Table B.4: Similarity plots of the in table 3.1 proposed measures for the baby phantom.



(e) Maximum

Figure B.1: Comparison of shadow suppression methods.



Figure B.2: 3D rendering of the compounded spine acquisitions.

(b) Side view

Figure B.3: 3D rendering of spine model with US fan.



Figure B.4: Image acquisition of heart clay model in water bath.

Figure B.5: Image acquisition with optical tracking of abdominal phantom. Optical markers
are attached to the ultrasound transducer. Optical infrared cameras, pointing
at the work space, track the pose.



(a) Compounded volume (b) Augmentation of fan (c) MPR slice and Rendering

Figure B.6: Renderings of baby phantom.

Figure B.7: Advanced 3D Renderings of baby phantom. Done by the Imaging and Visual-
ization department at SCR.
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Figure B.8: Random study results for the in table 3.1 proposed measures for the baby phan-
tom. Calculated over 100 registrations with maximal + 20 mm/° initial dis-
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Figure B.9: Random registration study using SSD on abdominal phantom with 100 overall
registrations and maximal + 20 mm/° initial displacement.



M SCR Ultrasound Stitching
File View Pose Help

4o

3D 2D
Show Volumes Pairs for Registration
D<-=1
O1<>2
O2<>3
Uncheck All Show Pair | Reg Pair |

Scanline Res. Fusion Window

128 #

selected volume
<o m

\ VISUE“ZEUOH} AOVEDCEUI

Registration Strategy

+PW Seq _'Simultaneous
CPW A CIPW / Sim
Similarity Measure Optimization
88D 4 BestNeighbor %
ROI Erosion  Inside Min Ran % Step Size
0 -1 100 10.0
maxiter  maxeval partol fun.tol

1000 12000 0.01 0.0001
Downsampling:

T#) 1% (1% Init

Lie Optimi Reg Cycles

Best Neighbor % [1 Norm
0T

Translation Rotation i

X0 000 || [—Reset

¥|1-0.0 0 Bound Box

Z19 & Inter

Start] Stop

Figure B.10: Screenshot of mosaicing prototype. Visualization of baby phantom with vol-
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Figure B.11: Screenshot of triple view from mosaicing prototype.
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