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Abstract

Image guided surgery (IGS) systems utilize three dimensional (3D) images to pro-
vide guidance in minimally invasive surgery. To date, these systems have been pri-
marily applied in interventions involving rigid anatomical structures. In these types
of procedures a single 3D image is sufficient to represent the underlying structures
throughout the procedure. More recently, researchers have turned their attention to
interventions involving anatomical structures that move and deform due to respira-
tion. In these procedures a single 3D image is only valid at a specific phase of the
respiratory cycle. To provide continuous feedback to the physician a 4D, 3D over
time, image data set is required.

This thesis describes respiratory monitoring techniques and a retrospective 4D
data reconstruction method using Cone-Beam CT (CBCT) as the imaging modal-
ity. We present two approaches for respiration monitoring. The first one is based on
optical tracking of a colored fiducial on the patients abdomen with a video camera
which is synchronized with the X-ray image acquisition. The second one generates
the signal directly from the X-ray images by tracking a spherical fiducial visible in
the images and reconstructing its trajectory. Both approaches have been evaluated
using simulated and real data, and have shown their feasibility. The last part of
this thesis describes methods for retrospective 4D image reconstruction using the si-
multaneous algebraic reconstruction technique (SART). We evaluate two approaches
for reconstructing the 4D data set. The first approach performs retrospective gating
based on the respiratory signal generated using our methods. The X-ray images are
binned according to the respiratory signal and each bin is reconstructed separately,
a hard binning approach. The second approach reconstructs the 4D data set using a
soft binning approach. For each phase of the respiratory cycle the 3D volume is re-
constructed using all images, where each image is weighted according to its relative
position in the respiratory cycle. Both approaches are evaluated using an anthropo-
morphic respiratory phantom and clinical image acquisition protocols.



Acknowledgments

After six month of researching and thesis writing I would like to thank all the
wonderful people who made this possible and supported me during that time. First
of all I would like to thank Nassir Navab for thinking of me when Kevin Cleary
offered him to send a student to his lab and giving me the chance to write my thesis
abroad. Special thanks to Kevin Cleary for having me at his research group and for
the countless Rockland lunches he invited us to. For the grandiose supervision of my
project, I want to say thanks to Ziv Yaniv. He showed me how to conduct systematic
research, gave me new ideas and motivated me when things were not working too
well. Without Ziv’s help I would not have been gotten to this point of writing the
acknowledgments now. My special thanks go to the whole CAIMR group, Fil, Ken,
Jae, Craig, Minh, Dave, Konrad, Teo, Roland, Jayson, Emmanuel, Ralph, Patrick and
John for fruitful discussions and help with the experiments.

I also want to thank the whole CAMP group, to which I was affiliated for the last
three years. Thanks to Keily for giving me the hint where to find the matrices and
Olli for the help on GPU programming. Unfortunately I was running out of time to
implement Olli’s suggestions. Thanks to Christoph Paul Bichlmeier, Sandy, Philipp,
Ben, Darko, Martin H., Martin G., Rux, Christian, Jorg, Marco, Tobi, Wolfi, Mo and
Markus for giving me a great time at the group.

Last but not least I want to thank my family for letting me leave to DC and my
girlfriend Claudia for her support and love and being my family in the states.



Contents

1 Introduction

2 Respiratory Monitoring
2.1 Video based respiration monitoring . . ... ... ... ... ... ...
211 Systemdescription . . .. ... ... . L o oL
212 ExperimentalResults. . . ... ... ................
2.2 Respiratory signal generation from projectionimages . . .. ... ...
2.2.1 Fiducial localization and tracking . ... ... ... .......
2.2.2  Trajectory reconstruction and respiratory signal generation . . .
223 Results . . ... .. L

3 Tomographic Reconstruction
31 Reconstruction. . ... ... ... ... ... ... ... ..
3.2 Binningand Weighting . . . . .. ... ... .. ... .. .. ...
33 Results . . ... .. .
3.3.1 Digital Phantom . ... ... ...... ... ... .. .. ...,
3.3.2 Respiratory phantom . . . . .. ... ... ... . L oL
3.3.3 Motion Platform Experiment . . . .. ... ............

4 Summary and Outlook
41 Summary . . . . ...
42 Future work . . . . . . o e e e

Appendix
A Derivation of line-line distance
B Ray-sphere intersection

Bibliography

44

45

47

48



List of Figures

1.1
1.2
1.3

21

2.2
2.3
24
25
2.6
2.7

2.8
29
2.10
211
212
2.13

3.1
3.2
3.3
34
3.5
3.6
3.7
3.8
39
3.10
3.11

Spleen motionofapatient . . . .. ... ... ... .. 2
Lung tumormotion . . . ... ... . ... . ... . o 3
Acquisition scheme of a4DCT . ... ... ... . ... .. ...... 4
Electromagnetic tracking of two stationary tracked needles during a
20seconds C-armscan . . . .. .. ... ... ..o 7
Hardware components for respiratory monitoring . . . . ... ... .. 8
Automatic selection of markercolors . . . ... .............. 9
Respiratory signal processing . . . .. .. ................. 11
Comparison of respiratory signal obtained by video and Polaris system 13
Effect of camera placement on system performance . .. ........ 15
Experimental setup for US based assessment of respiratory signal gen-
eration. . . . . ... e 16
US images acquired for validating the respiratory signal . . ... ... 16
Fiducial tracking results . . . . ... ... ... .. ... ... . ... .. 22
Line reconstructionexample . . . . .. ... ... ... .. L. 23
Setup with motion platform and CBCT scanner . . . . . . ... ... .. 24
X-Ray images from two motion platform experiments . . . . . ... .. 24
Amplitude and phase signal of ground truth overlaid with reconstructed
signal . ... 25
Fourier Slice Theorem . . . ... ... ... ... .. ... .. .. ..., 28
Reconstructionscheme . . . . ... ............... .. ..., 30
Scheme of gated reconstruction . . . .. ... ... ... .. ... ... 33
Digital phantom projections . . . . .. .. ... ... ... .. ... 35
Digital Phantom setup and modulation function . . . .. ... ... .. 35
Reconstruction results from simulationstudy . . . ... ... ...... 38
Reconstructionofbin —10 . . . . ... ... .. .. .. .. ... ... 39
Reconstruction of anthropomorphic respiratory phantom . . . . . . .. 40
Motion platform with attached foam liver . . . . . ... ... ... ... 41
Different binning results for amplitude and phase signal . . . ... .. 41

Slice view of reconstruction of the moving phantom liver . . . . . . .. 42



List of Tables

2.1
2.2
2.3

24
25
2.6
2.7
2.8

3.1
3.2

CAMSHIFT algorithm . . . ... ... ... ... ... .. ......
Color based monocular respiratory motion monitoring framework. . .
Evaluating of video based respiratory motion monitoring vs. the Po-

larissystem . . ... ... ...
Square root of eigenvalues resulting from PCA. . . . ... ... .. ...
Summary of trajectory reconstruction algorithm . . .. ... ... ...
RANSAC Algorithm . . . ... ... ... ... . .
Comparision of linear and non-linear algorithm . . ... ... ... ..
Correlation of respiratory signals computed from differently attached

markers. . . ...

SART algorithm. . . . ... ... ... ... . . .
Parameters of the digital phantom . . . ... ... ... .........



1 Introduction

In the last decade much effort has been put in the development of image guided
surgery (IGS) systems to support minimally invasive surgery (MIS). The benefit of
MIS is reduced trauma for the patient, as instruments are inserted through small
ports into the anatomy and large incisions are avoided. The drawbacks of this ap-
proach are limited access and no direct line-of-sight to the target, making the inter-
vention more complicated. IGS systems can augment the physicians abilities, en-
abling them to perform such procedures. The main components of an IGS system
include, medical images, tracking systems, visualization, and registration. Most of-
ten preoperative three dimensional images (e.g. CT) are acquired. Intraoperatively
these images are aligned to the patient via registration and tracked tools are visual-
ized by dynamically overlaying them onto the images. Thus, during the procedure
the physician is guided by the dynamic visualization, moving the instrument to-
wards the target without having a direct line-of-sight to it. So far IGS has focused on
cranial and musculoskelatal procedures in clinical use [41] where the structures are
rigid and deformation is minimal.

More recently researchers have turned their attention to interventions involving
anatomical structures that move and deform due to respiration. Two key compo-
nents have been identified as enabling technologies for such procedures, motion
modeling and intra-operative imaging [24].Currently, image-guided interventions
performed in the thoracic-abdominal region use a gated approach. That is, a single
three dimensional CT volume is acquired at breath-hold and the physician advances
only during the respiratory phase in which the image was acquired. An example of
this approach is the work by Banovac et al. [3] where needle punctures on a respir-
ing phantom are performed by inserting the needle during breath-hold. This has the
undesirable effect of increasing the procedure time. To enable a more streamlined
workflow we propose to use a 4D, 3D over time, Cone-Beam CT (CBCT) data set.
In this manner, we can provide a dynamic image display throughout the respiratory
cycle.

Organ motion due to respiration has been studied in several papers. Brandner et
al. [9] investigated the motion of liver, kidneys and spleen using 4D CT. They found
superior-inferior (SI) motion of the organs to be about 2cm and more. Anterior-
posterior (AP) motion of up to 1.4cm, whereas motion in lateral (LR) direction was
less than 0.54cm.

Figure 1.1 displays the trajectory of a patients spleen. The motion is complex and
does not follow the same path for inspiration and expiration. This phenomena is
known as hysteresis. Similar results are presented by Seppenwoolde et al. [53]. They
implanted small gold fiducials in or close to lung tumors and computed the tra-
jectories using stereoscopic fluroscopy. Figure 1.2, from this work, also shows the
phenomenon of hysteresis.
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Figure 1.1: Spleen motion of a patient found by Brandner, figure adopted from [9]

Rohlfing et al. [48] did not only investigate the rigid motion of an organ, but also
its deformation due to respiration. They investigated liver deformation, using a se-
quence of gated MR images and registered them by applying rigid and non-rigid
techniques. The SI motion for 4 patients ranged from 1.2cm to 2.6cm and defor-
mation was in average about 0.6cm. Blackall [6] followed the same approach and
additionally analyzed the shape model of the liver by segmenting the surface in the
different scans. She reports average deformation of 0.42cm and maximal deforma-
tions of 1.41cm of the liver surface.

It should be noted that one has to be careful segmenting the motion in the CT
coordinate frame and setting it equal to the body frame (CT z-axis = SI axis). Having
the patient in a slightly different position in the scanner will change the amount of
motion in the different axis. A more general approach is to specify the motion in its
eigen-frame, given by the principle axes of motion.

A common method in radiation therapy is to monitor a surrogate marker on the
skin and infer from that the motion of the tumor. This assumes that skin and tumor
motion are correlated, a reasonable assumption given that both motions are caused
by respiration. Several researchers have evaluated the validity of this assumption.
Beddar et al. [5] implanted gold fiducials in the liver, close to a tumor and acquired
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Figure 1.2: Lung tumor motion found by Seppenwoolde, figure adopted from [53]

a 4D CT from which the fiducial motion was estimated. Skin motion was acquired
by an optical tracking system observing a marker block on the patients chest. Ozha-
soglu and Murphy [39] implanted fiducials close to lung and pancreas tumors and
placed spherical markers on the skin surface, with trajectories estimated using flu-
oroscopy. Both works show correlation between internal and external markers, but
also report on phase shifts in some cases. Wong et al. [60] conducted some prelimi-
nary work to show correlation of skin and liver motion. They investigated different
dynamic MRI techniques and segmented skin and liver. The correlation is not pre-
sented in this publication.

The impact of respiration on tumor position is of particular interest in radiation
therapy. The aim of external radiation therapy is to destroy a tumor by delivering a
radiation beam to the target, using a linear accelerator. Advanced methods acquire
4D CT data before the treatment and adopt the treatment plan to the moving tumor.
This allows dynamic radiation beam behavior by following the tumor motion [52],
precisely delivering radiation to the tumor while sparing surrounding healthy tissue.

One possibility is to acquire a 4D CT while the patient is freely breathing. Vedam
et al. [58] describe a method for retrospective gating of the CT images. During con-
secutive CT scans they record the respiratory signal with an optical tracking system
and synchronize it with the CT image acquisition. Because the scanner rotation time
is short, 1.5 seconds, motion artifacts in a reconstructed tomographic slice are small.
The final 4D data set is produced by assembling the single tomographic slices accord-
ing to their location in the respiratory cycle as defined by the respiratory monitoring
system. Figure 1.3 illustrates this principle.

Another possibility for acquiring a 4D data set is to use retrospective gating of
CBCT. In contrast to CT, where the tomographic images are sorted after reconstruc-
tion, the projection images acquired with a CBCT have to be sorted beforehand and
the reconstruction is performed afterwards. This is due to the fact that the acquired
images are projections and not tomographic slices. Previous solutions to the task
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Figure 1.3: Acquisition scheme of a 4D CT, figure adopted from [58]

of 4D CBCT data acquisition have been based on retrospective gating [47, 55, 30].
A respiratory signal is recorded simultaneously with the image acquisition and the
projection images are sorted accordingly. From this set of images several 3D volumes
over time are reconstructed. The challenge is to reconstruct a volume from limited
views, which are not evenly distributed over the scanner trajectory.

Reconstruction from a few projection images has been previously addressed in the
literature. Iterative methods are known to deal better with this problem than fil-
tered backprojection algorithms [33]. Never the less due to the slow rotation speed
of most CBCT scanners researchers investigating 4D CBCT reconstruction obtain
enough projection images to apply Feldkamp [15] like algorithms. Usually, they
have more than 30 projection images distributed over the C-arm trajectory.

Reconstruction quality has previously been assessed by Rit et al. [47] using a sim-
ulation study. They assess different retrospective binning strategies and analyze the
signal-to-noise ratio, the contrast-to-noise ratio and a blur criterion of the result.
Sonke et al. [55] also implemented a retrospective gating approach and evaluated
it using a phantom and patient data. Both works show that increasing the gating
window also increases the blur in the images and decreasing the window, meaning
selecting fewer projections increases artifacts. Thus a trade-off between motion and
reconstruction artifacts has to be found, which depends on the specific respiratory
pattern. A simple solution to the limited number of views problem is to acquire sev-
eral scans as done by Li et al. [31]. While this does improve image quality it increases
both the scanning time and the radiation dose the patient receives. A different ap-
proach proposed by Chang et al. [12] is based on prospective gating, triggering the
CBCT scanner according to a respiratory signal. They achieve image quality compa-
rable to the stationary case, but increase the scanning time (7 minutes).

An advanced method is dynamic reconstruction, which integrates a motion field in
the reconstruction algorithm. Schaefer et al. [50] and Priimmer et al. [43] applied this
approach to reconstruct the moving heart. Schaefer et al. [50] use the known motion
field of the beating heart and adapt the backprojection step of the FDK algorithm.
This approach assumes a known motion which is problematic. The motion is usually
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obtained from a 4D scan acquired prior to the procedure. Thus the current 4D scan
is obtained using a previous 4D scan. This approach is susceptible to changes in the
breathing pattern and even to the filling of the colon. A second problem is to register
the motion field to the current reconstruction problem. To eliminate these restrictions
Priimmer et al. [43] suggest a hybrid approach. They first reconstruct several gated
volumes of the heart performing multiple sweeps with the C-arm. From that data
they estimate a motion field and adapt the FDK algorithm to incorporate the motion
field. They show that their approach reduces motion artifacts. Zeng et al. [62, 63]
follow a different approach. Instead of reconstructing the image they non-rigidly
register a preoperative CT acquired at breath-hold to the projection images. The
problem becomes a 2D /3D non-rigid registration task. A drawback of this approach
is the high computation time, approximately 10 hours [62].

A prerequisite to retrospective CBCT gating based on respiration is the availability
of a respiratory signal. Two possible ways of obtaining such a signal are either to use
an external monitoring device, or to extract a signal directly from the projection im-
ages. The first category includes, devices based on the temperature of airflow [7], on
direct measurement of airflow [29], on the tension of a belt placed on the patient [11],
and on tracking skin surface motion. The later are either monocular camera systems
using infrared [38, 40] images, and stereo camera systems, using infrared [4] or stan-
dard video [21].

In our context, 4D CBCT reconstruction, these systems have two main drawbacks.
They introduce additional hardware that is currently not part of the acquisition pro-
tocol, and they require synchronization with the image acquisition. An alternative
approach proposed by several authors is to generate a respiratory signal directly
from the projection images [31, 46, 64]. This approach has the added advantage of
not requiring additional hardware, and more importantly it is implicitly synchro-
nized with image acquisition.

In [64] the respiratory signal is generated by tracking features in the x-ray projec-
tion images. The tracked features are limited to the region of the diaphragm, as this
region exhibits the maximal motion due to respiration. The 2D feature locations are
projected onto the superior-inferior axis and those with maximal motion are used
to generate the respiratory signal based on their displacement along the superior-
inferior direction.

In [46] this work was extended. In this case, features are sampled uniformly across
the region of the lungs. They are then tracked in the 2D images. Features that are
only visible for a short period of time or move only slightly are discarded. For all
other features, the 2D locations of each feature are projected onto the least squares
line fit to them. This yields a respiratory signal from a single feature. All signals are
combined by linearly normalizing their magnitude to be in [0, 1] and taking the mean
value for each point in time. The authors note that most of the feature points retained
by their approach are in the region of the diaphragm and are thus in agreement with
the previous approach [64], although some features are located on the lung walls.

In [31] a 1mm radio-opaque fiducial is placed on the patients skin and is tracked in
the x-ray projection images. The 2D fiducial locations are projected onto the superior-
inferior axis and this is the 1D respiratory signal. The primary difference between
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this approach and the previous two [64, 46] is that those approaches track regions of
interest that do not correspond to a consistent spatial anatomical structure, as both
the x-ray source and anatomy are moving, and this approach does track a specific
spatial point.

This thesis is an initial step towards 4D CBCT based IGS. We describe novel meth-
ods for extrinsic and intrinsic respiratory monitoring and standard reconstruction
methods. The extrinsic respiratory signal is generated using a low cost web cam
monitoring a colored fiducial on the abdomen. We obtain the intrinsic signal by
placing a radio opaque fiducial on the patient and reconstruct its trajectory using the
projection images. Further, we extended the algebraic reconstruction algorithm by a
weighting scheme derived from the respiratory signal. Finally, initial results of 4D
CBCT reconstruction using extrinsic monitoring are presented.

The rest of this thesis is organized as follows: Chapter 2 introduces the two respi-
ration monitoring algorithms and shows their performance. Chapter 3 presents the
underlying principles of tomographic reconstruction and incorporates respiratory
binning strategies. The chapter closes with results of the binned reconstruction. The
final chapter 4 gives a summary and conclusion of the thesis and points out future
work.



2 Respiratory Monitoring

2.1 Video based respiration monitoring

This section describes a method for monocular, webcam-based, respiration monitor-
ing. The development of this approach was motivated by our desire to acquire 4D
CBCT data for an IGS system utilizing electromagnetic (EM) tracking.

Initially we attempted to use the Aurora EM tracking system (Northern Digital
Incorporated, Waterloo, Canada) to monitor respiration during CBCT data acquisi-
tion. This approach was found to be impractical, as once the C-arm is in motion it
interferes with the electromagnetic field and the tracking result is severely corrupted.
Figure 2.1 shows the experimental setup and the tracking results of two static probes
during a 20 seconds scan.

As IGS systems are notoriously expensive, we sought a simple cost effective solu-
tion to our problem. This section describes such a solution.

Our respiratory monitoring system is based on automatic detection and tracking
of the motion of color fiducials placed on the patient’s abdomen in the epigastric
region (near the xiphoid process) and the left and right hypochondriac regions. The
system consists of a single webcam mounted on an adjustable arm and colored cube
fiducials attached to a velcro belt, as shown in Figure 2.2. Each of the fiducial cube’s
faces has a different color, allowing the system to choose an appropriate color based
on the colors present in the specific environment. Video images are acquired with a
resolution of 640 x 480 at a frame rate of 30H z.

The respiratory signal is generated from the tracking data of the fiducial with the
largest motion magnitude along the principle axis of variance as defined by the
Principle Component Analysis of the 2D motion. In practice this has always cor-
responded to the fiducial closest to the xiphoid process. The remaining fiducials

oo sweep (20sec), Y-coordnate

Fo < i V =
“,g., % o 20 %0 7o

Figure 2.1: Electromagnetic tracking of two stationary tracked needles during a 20
seconds C-arm scan: (a) experimental setup (b) plot of x-coordinate dur-
ing scan (c) plot of y-coordinate during scan. It is clear that the tracking
information obtained during C-arm rotation is invalid.
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Figure 2.2: Hardware components for respiratory monitoring: of the shelf webcam
(Logitech, QuickCam Fusion), plastic cubes with colored faces, and ad-
justable arm.

are used in conjunction with this fiducial to improve the systems sensitivity to rigid
body motion.

To robustly use color as the feature of interest we work in the Hue Saturation Value
color space [17]. This decouples the object’s color from the intensity information,
and when using the hue information provides relative invariance to illumination and
viewing direction [22]. Thus the system does not require a strict relationship between
the camera and patient positions a useful characteristic in the clinical setting.

It should be noted that our system requires initialization. This is an automatic
process during which we assume the patient is exhibiting normal tidal breathing.
We now describe our approach in detail.

2.1.1 System description

As a first step we choose the best possible color for tracking in the specific environ-
ment from among the four colors on the cube’s faces. An image of the patient setup
is acquired, and the system indicates which of the four possible colors should be
used. This is based on an analysis of the Hue-Saturation histogram, with the color
of choice having the hue whose surrounding region in the histogram is the spars-
est. From our experiments we have empirically determined that a region of £15° is
sufficient. Figure 2.3 illustrates this process.

Once the color is chosen, the fiducials are attached to the velcro belt and an image
is acquired. Possible fiducial locations in the image are detected using a threshold
on the the hue and saturation values followed by connected component analysis.
The threshold on the hue values is set to the fiducial hue +15° as was the case in the
previous step. In addition we require a minimal saturation value of 0.3, as at low sat-
uration values the hue data is less reliable for color based segmentation. Connected
components in the resulting binary image are detected and those that consist of less
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Figure 2.3: Automatic selection of marker colors according to image’s Hue-
Saturation histogram: (a) image without marker (b) corresponding Hue-
Saturation histogram with sparsest region corresponding to the purple
Hue value, inset shows zoomed in region (c) image with markers (d) new
Hue-Saturation histogram exhibiting a peak in the region corresponding
to the purple markers, inset shows zoomed in region.

than 50 pixels are considered noise, as marker sizes in the images vary between 400
to 900 pixels.

The locations of the centroids of the remaining connected components are candi-
date fiducial locations in the image. These serve as the initial input to the Continu-
ously Adaptive Mean Shift (CAMSHIFT) blob tracking algorithm [8]. CAMSHIFT is
an extension to the Mean Shift Algorithm [19, 14], which is a non-parametric tech-
nique to determine the mode of a Probability Density Function (PDF) P(x). It can
be derived as the gradient of the Parzen Window Density Estimation, a technique to
determine the whole PDEF, given only n samples of the PDF. Parzen Window Den-
sity Estimation is a data interpolation technique which approximates the underlying
function by superimposing kernel functions k(x) of size h at the sample points z;.

P@p:iﬁy(x;“> @.1)

For the multivariate case (2 dimensional image) we consider only the Euclidean
length of the input sample and the kernel becomes K (z) = k( |z||*). We selected the
radially symmetric Epanechnikov kernel

k@):{l_x ’xHSl} 2.2)

0 otherwise

o) =K@ =y =t 23)

0 otherwise
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having the uniform kernel as gradient, which simplifies the algorithm. Equa-
tion 2.4 derives the Mean Shift vector

C o ¢ | Z?:l Tigi
VP(z)==Y Vki=—|> g| | = (2.4)
iz nli= i=19i
k; is the kernel evaluated at sample position z;, g; is its negative derivative and ca
normalization factor. The term

[E?zl Tigi x} 2.5)

i=19i
is called the mean shift vector. For the tracking problem we define a tracking
window (kernel), compute the mean of all pixels in the window, subtract the window
center position and shift the window by the found vector. The size of the kernel has
to be chosen in advance and has a major impact on the tracking result. CAMSHIFT
solves this by setting the size adaptively. Depending on the zeroth moment (the area
of the pixels in the window) the size of the window increases or decreases in the next
iteration step. Table 2.1.1 summarizes the algorithm.

1. place window on image

2. compute mean and zeroth moment of pixels in win-
dow

3. shift window to mean position
4. adapt window size according to zeroth moment

5. iterate till length of mean shift vector is smaller than
threshold

Table 2.1: CAMSHIFT algorithm

The CAMSHIFT algorithm tracks the color blobs for 30 seconds and this data is
used to detect the actual fiducial locations in the image.

We perform Principle Component Analysis (PCA) on the path of each tracked
blob. The 2D points are projected onto the principle axis, the eigen-vector corre-
sponding to the largest eigen-value, resulting in a one dimensional signal. For fidu-
cials we expect this signal to be correlated with the respiratory cycle, that is, it will
have a dominant frequency in the range of 12 to 25 cycles per minute, as respiratory
rates outside this range are considered abnormal. All candidate fiducials that pass
this test are assumed to be true fiducials.

To determine the frequency of the signal we transform it into the Fourier space
using the Discrete Fourier Transformation (DFT).
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N1 27
F, = Z Tpe” N kN (2.6)
n=0

xy, is the n-th sample of the respiratory signal, F}, is the k-th frequency and N the
number of samples. The most prominent frequency indicates the number of cycles in
the time interval ¢. The cycles per minute are given by F},%C. Figure 2.4 illustrates the
respiratory signal processing steps. The first graph shows the noisy signal obtained
by performing PCA on the tracking data. The frequency spectrum has a peak at 19
cycles per minute, a realistic value for respiration. Filtering the noisy signal with
a gaussian kernel with standard deviation of ¢ = 2 gives a smooth signal, where
we can detect the extreme points. This is done by computing the first derivative
of the signal, using finite differences and detecting its zero crossings. Interpolating
linearly between the extreme points yields the phase signal. In contrast to other
works, which define one phase as (start-inhalation, end-inhalation, start-exhalation,
end-inhalation) we define it as (start-inhalation, end-inhalation) and approximate
(start-exhalation, end-inhalation) as its reverse. Thus we do not take hysteresis into
account.
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Figure 2.4: Respiratory signal processing. (a) Respiratory signal (b) Frequency of sig-
nal (c) Filtered signal with detected extremas (d) phase signal

We now identify the fiduicial that has the maximal motion along its principle axis.
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This fiducial is our Primary Fiduical (PF) and is used to generate the respiratory
signal.

Once the initialization phase is completed the CAMSHIFT algorithm is used to
track the fiduical locations in the image and a respiratory signal is generated by
projecting the motion of the PF onto its principle axis which was computed during
the initialization phase. Table 2.2 summarizes our approach.

1. Initialize:

setup image.
b) Place fiducial markers.

and Saturation values and perform connected component analysis.
30sec.

ciple axis.

range of 12 to 25 cycles per minute it is classified as a fiducial.

primary fiducial (PF).

2. Respiratory signal acquisition:
algorithm.

ization (this is the respiratory signal).

a) Select fiducial color based on analysis of Hue-Saturation histogram of patient

¢) Detect color blobs corresponding to marker color using thresholds on the Hue
d) Initialize the CAMSHIFT algorithm using the detected blobs and track them for
e) Perform PCA on the tracked data and project each blob’s motion onto its prin-
f) Analyze the frequency of the signal generated by each of the blobs, if it is in the

g) Identify the fiducial with the maximal magnitude along its principle axis, the

a) Track blobs identified as fiducials in the previous stage using the CAMSHIFT

b) Project the location of the PF onto its principle axis as computed during initial-

Table 2.2: Color based monocular respiratory motion monitoring framework.

2.1.2 Experimental Results

We test the accuracy of our system by comparing the respiratory signal generated us-
ing the video images to a respiratory signal generated using the Polaris Vicra track-
ing system from Northern Digital Inc. (Waterloo, Ontario, Canada). This tracking
system has a manufacturer specified spatial localization RMS error of 0.25mm.

To generate both respiratory signals we attach markers tracked by the Polaris sys-
tem next to our fiducials and simultaneously acquire video images and 3D tracking
data. The respiratory signal based on the polaris data is generated by performing
PCA on these 3D points, with the respiratory signal corresponding to the projection
of the data onto the computed principle axis, the eigen-vector corresponding to the
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largest eigen-value. We then compare the two signals X, Y using normalized cross
correlation, Pearson’s r [42], as our similarity measure.

- COV(X,Y)

oxX0oy

2.7)

To evaluate our system’s performance we acquired four types of data sets from
a volunteer in which he exhibited tidal breathing, tidal breathing interrupted by
coughing, tidal breathing interrupted by periods of breatholding, and tidal breath-
ing interrupted by motion. For each category we acquired three data sets. Figure 2.5
shows respiratory signals from each type of data set. As can be seen from this figure
and the results presented in Table 2.3 the respiratory signal generated by the Polaris
system and our video based system are highly correlated, with all correlation values
above 0.95, except in the experiments involving patient motion, where the correla-
tion was 0.87. Patient motion is truly 3D and violates the approximation of motion
along a line, what is the foundation of our respiratory signal computation.

(© (d)

Figure 2.5: Respiratory signal obtained by our method and using the Polaris Vicra for
(a) normal breathing, NCC=0.99; (b) breath hold, NCC=0.99; (c) cough-
ing, NCC=0.95; and (d) patient motion during acquisition, NCC=0.98.
Several sample points are marked on each graph.

As we are using a single video camera to perform motion tracking we evaluate
the effect of various spatial relationships between camera and patient on tracking,
as these depend upon the clinical application. We acquired several data sets with
varying camera locations. For each data set we generate a respiratory signal based
on the Polaris data and video images. In all experiments the acquired data is of
a volunteer exhibiting normal tidal breathing. The correlation between the Polaris
based signal and video based signal was above 0.99 for all experiments. That is, the
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Data Type NCC value
0.99
normal breathing 0.99
0.99
0.99
breath-hold 0.99
0.99
0.97
coughing 0.95
0.95
0.98
patient motion 0.91
0.87

Table 2.3: NCC values for evaluating video based respiratory motion monitoring vs.
the Polaris infrared stereo based system. These results show a high corre-
lation between the two approaches, for all scenarios.

effect of varying camera pose is negligible. Figure 2.6 shows three examples.

Finally, we evaluated our system using a portable ultrasound (US) system, the
Terason 2000 from Teratech Corp. (Burlington, MA, USA). Figure 2.7 shows this
setup. A volunteer was asked to perform normal tidal breathing and we generated a
respiratory signal which was displayed on screen. We then arbitrarily chose a point
in the respiratory cycle and asked the volunteer to hold his breath at that point in
the cycle. The volunteer then returned to normal tidal breathing and was asked to
hold his breath again when he reached the same point in the respiratory cycle as in-
dicated by our display. This process was repeated multiple times (four or more per
experiment). At each of the breatholds we acquired an US image. We then acquired
US images at random points in the respiratory cycle using the same breathold tech-
nique. By comparing the NCC value for the images we show that our respiratory
signal is consistent with internal organ movement due to respiration.

For all images acquired at the same point in the respiratory cycle the correlation
coefficient between all possible pairs was between 0.85 and 0.93. For all the images
acquired at random points in the respiratory cycle the correlation coefficient varied
between 0.44 and 0.68. Figure 2.8 shows sample US images from one of the exper-
iments. To estimate the maximal possible correlation between two US images we
acquired six images of a volunteers ulna without any motion between probe and
anatomy. This was repeated for both hands. For all the possible image pairs the cor-
relation coefficient was between 0.94 and 0.98, although in practice it should have
been 1. That is with this US machine a perfect correlation for exactly the same un-
derlying physical situation is unlikely.

We conclude that the system we have developed produces results that are equiva-
lent to those obtainable with a high end tracking system at a fraction of the cost. In
addition we have shown that the signal generated by our system is indeed correlated
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Figure 2.6: Effect of camera placement on system performance, (a) sample image
from video stream; and (b) respiratory signal obtained by our method and
using the Polaris Vicra for a volunteer exhibiting normal tidal breathing.
In all cases the NCC was above 0.99.

with internal organ motion and can be used for respiratory monitoring.
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Figure 2.7: Experimental setup for US based assessment of respiratory signal gener-
ation.

Figure 2.8: US images acquired for validating the respiratory signal. Distinct struc-
tures are marked in image (a) which was acquired at a specific point in
the respiratory cycle and transferred to the other images. Images (b), and
(c) were acquired subsequently at that same point in the respiratory cycle
and image (d) at a random point. It is clear that images acquired at the
same point in the respiratory cycle as defined by our system are corre-
lated.
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2.2 Respiratory signal generation from projection images

In section 2.1 we described a webcam-based method for respiratory monitoring. To
acquire a 4D CBCT data set using that approach, synchronization with image ac-
quisition is a prerequisite. As we did not have access to the internal workings of
the image acquisition hardware we synchronized the two data streams based on the
motion of the C-arm in the webcam video 3.3.2. This is an approximate synchroniza-
tion as we do not know how many images are acquired prior to the detected C-arm
motion.

In this section we describe a method for monitoring patient respiration that is im-
plicitly synchronized with image acquisition. Our method is based on estimating
the trajectory of a skin adhesive radio-opaque fiducial, 4mm CT-SPOTS from Beek-
ley Corp., (Bristol CT, USA), that is visible in the acquired projection images.

At the basis of our method is the use of a linear approximation of the fiducial
spatial motion. This approximation is motivated by empirical observations. We ac-
quired surface motion data at seven locations on the thorax and abdomen of a vol-
unteer using the Optotrak Certus (Northern Digital Inc., Waterloo, Ontario, Canada)
tracking system. The surface motion was analyzed using Principle Component Anal-
ysis, indicating that there is a single dominant direction of motion. Table 2.4 summa-
rizes this experiment.

Marker 1 2 3 4 5 6 7 | mean
eigX | 142 | 142 | 1.16| 145 | 152| 123 | 1.18 1.34
eigY | 619 | 7.72 55| 501 | 387 | 477 | 448 5.37
eigZ | 77.08 | 81.14 | 70.29 | 66.79 | 48.12 | 69.18 | 53.33 | 66.56

Table 2.4: Square root of eigenvalues resulting from PCA.

We next describe our approach to fiducial localization and tracking, our method
for trajectory estimation and respiratory signal generation. Table 2.5 summarizes our
approach.

2.2.1 Fiducial localization and tracking

Fiducial detection is performed automatically, after manual initialization. In the first
image the user indicates a rectangular region of interest containing the fiducial. For
each image we perform edge detection in the region of interest using the Canny edge
detector [10]. The edge detector’s high and low thresholds are set to 0.5 and 0.2 (pixel
values in range [0, 1]) and the smoothing parameter o to 1.0. On the obtained edge
image we perform circle estimation using the Random Sample Consensus Algorithm
(RANSACQ) [16].

RANSAC is a framework for dealing with outliers in a parameter estimation prob-
lem. Instead of using the whole data set to compute the model parameters minimal
subsets are randomly selected, the model parameters are estimated for each subset
and a consensus set is obtained by measuring the distance of each point to the solu-
tion. The process is repeated until the model with the largest support has been found.
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1. Input: Projection matrices, projection images
2. Output: 3D motion of point

3. Segmentation

a) Manual definition of ROI in first frame

b) Apply Canny Edge Detection to ROI

¢) RANSAC circle fit to edge image

d) Store center of circle

e) Shift ROI to circle center and start from 2. with next image

4. Line reconstruction
a) Compute ray from camera center through segmented point for each im-
age.
b) Perform least squares estimation of the intersection of all rays, defines
point on the line whose direction is [0, 1, 0].

¢) Non linear estimation of line parameters.

5. Respiratory signal generation.

a) least square intersection of single ray with estimated line gives 3D point
b) PCA on 3D points and projection on major axis is the respiratory signal.

Table 2.5: Summary of trajectory reconstruction algorithm

In our case, circle fitting, the minimal subset size is three. Table 2.6 summarizes the
RANSAC framework.

To use the RANSAC algorithm we need to define a fitting function, a distance
function, and a function to check for degenerate point configurations. Gander et.
al. [20] describe such a function for circle fitting. They linearize the parametric equa-
tion of the circle and extract the geometric parameters of the circle from the solution
of the linearized problem. The circle equation is:

ar’z +br+c=0 (2.8)

and yields to the following linear system of equations

2y ox oy 1
wi+ys 12 oy 1 Y 29)
3y wn yn 1

which can be solved for (a, b, c)”. The circle center and radius are
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1. select N data items at random of whole set of size M
2. estimate model parameter p’

3. find how many data items K fit the model with parameter vector p within a
user given tolerance.

4. if K is big enough, estimate again with all inliers and exit with success.
5. repeat previous steps L times

6. fail if you get here

Table 2.6: RANSAC Algorithm

b b el e
(xcenter)—( 2. 2@) r= 4a2 a (210)

a # 0 otherwise the circle equation would become the line equation bx + ¢ = 0. A
2D point, z, is an inlier if its distance from the circle is less than a pre-set threshold,
d < threshold, with the distance given by:

d = |||xcenter — || — 7] (2.11)

To prevent the selection of degenerate subsets, three collinear points, we check the
eigen-values of the covariance matrix of the sample set. If the first eigen-value is an
order of magnitude larger than the second one, the sample set is discarded, as it is
too close to a line.

Once the maximal consensus set is obtained we fit a circle to it, with the circle
center being the fiducial location that we desire. We then shift the region of interest in
the following image so that it is centered on the previously detected circle center and
repeat the process. The distance between 2D fiducial locations in two consecutive
images is small due to the 0.4° angular increment and speed of the C-arm rotation,
allowing us to use a small region of interest for fiducial tracking.

2.2.2 Trajectory reconstruction and respiratory signal generation

The subject of linear trajectory estimation from a moving camera has been previously
addressed in computer vision [2]. Using projective geometry the task is formulated
as a set of linear equations whose solution is the trajectory. We have empirically
found this method to be insufficiently accurate for our purposes, primarily due to
the nature of the input which is only approximately linear. We describe this linear
algorithm and then our improved non-linear trajectory reconstruction method.
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Once we obtain the linear trajectory we compute the approximate spatial fiducial
location for each image by taking the point on the backprojected ray that is clos-
est to the line of motion. The respiratory signal is then generated using these 3D
point locations via PCA. The 3D data points are projected onto the principle axis, the
eigen-vector corresponding to the largest eigen-value, resulting in a one dimensional
signal, our respiratory signal.

2.2.2.1 Linear Reconstruction

Avidan and Shashua [2] describe a linear algorithm to estimate the trajectory of an
object moving in a straight line observed by a moving calibrated camera. Using
Pliicker coordinates the line L is described by a 6-tuple:

L = [ii;7 x p] (2.12)

where 71 is the line direction and p'a point on the line. To project a 3D Pliicker line
onto a 2D line in the image we have to reformulate the projection matrix P. The 3 x 4
matrix P becomes a 3 x 6 line projection matrix P.

. Py N\ P
P=|PsANP (2.13)
P APy

P; denotes the i*" row of the projection matrix P and A the wedge product. Ge-
ometrically this is equal to computing the 3D line of two intersecting planes [18]
defined by the rows of the projection matrix. The resulting Pliicker line is the new
entry of P. Further a 2D point on a 2D line fulfills the constraint

Z-0=0 (2.14)

Plugging the 3D line L and the line projection matrix P into equation 2.14 gives
the linear constraint

z; - P,L = 0; (2.15)

which can be solved for the unknown line L with £ > 5 views. Despite the el-
egance of the linear approach it is unstable in the presence of outliers, in our case
the data is not linear only approximately so. This phenomenon has been previously
noted by Horn [25]. That is, the use of linearization methods based on projective
geometry often causes problems when it comes to decomposing the solution to Eu-
clidean 3D entities.

2.2.2.2 Non-linear Reconstruction

To overcome the instability of the linear approach we propose to use non-linear es-
timation. We seek the line that minimizes the distance from all backprojected rays
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defined by the camera and 2D fiducial locations. We define the following non-linear
cost function:

min > d (@, , b;, v;) (2.16)
where @ and 4 are the position and direction of the desired line and b;, v; are the

lines defined by camera center and 2D fiducial image location.
The shortest distance between two lines is:

d= [z -y (2.17)

F=a+ [(b_c_i) Xfﬂ'wagjzh [(b_a_,)xqﬁ]'wa (2.18)
- w w - w

b =a X7 (2.19)

where 7 and 7 are the closest points on each line. For the derivation of the equa-
tion see the appendix A. We minimize the cost function with a standard line search
algorithm. The initial parameters for the optimizer are the least squares intersection
of all rays for the point @ 2.20 and [0, 1, 0] for the direction  of the line. This assumes
the patient is in the supine position and that the primary direction of fiducial motion
is close to the anterior-posterior.

Given m lines we can compute the closest point Z to all of them by minimizing the
sum of squared differences

2
(2.20)

H}Tin H(ac —pi) — n?(x — pi)n;

Differentiating for & and equating to zero yields the following system of equations

m— Y n? — 2 NgNy  — D NN,
=2 NgNy M — ), nlz/ -2 nyn, |z = Zpi — nlpimn; (2.21)
— 2 Ngn, —) Nyn; —m — > ng

which can be solved for Z. A solution exists if the matrix A is invertible. If the lines
are parallel det(A) = 0 and A is not invertible.

To apply the line intersection we have to compute the backprojected rays from
the pairs of projection matrices and image points. The camera center ¢ and the ray
direction d are extracted from the projection matrix

&= —Py3pi (222)
d = Pyusi (2.23)

with P3;3 the left 3x3 matrix of the projection matrix P, pj its last column and «
the homogeneous image point [59].
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2.2.3 Results

To evaluate the robustness of our fiducial detection we used an anthropomorphic res-
piratory phantom [32]. The spherical fiducial was attached to the phantom’s thorax
and images were acquired while the phantom was respiring. The fiducial detection
algorithm was run and resulted in successful detections in all data sets, as judged
by visual inspection. Figure 2.9 shows the experimental setup and sample images.
One sees that even when the fiducial overlaps with a linear structure and the edge
detection algorithm can only detect half of the circle, the RANSAC estimation is able
to correctly fit a circle.

Figure 2.9: Left: Fiducial tracking setup. Right: X-Ray image of fiducial, detected
edges and fitted circle with circle center for three different C-Arm posi-
tions.

In two simulation studies we compared the linear and non-linear implementation
of the trajectory reconstruction. The first data set to which we applied the algorithms
is a sampled set of points along a straight line, projected to the image plane using the
projection matrices of our C-Arm system. The position of the points on the line was
modulated by a sine and distributes over 20 mm. The parameters of the line are

d = (0.0,0.7,0.7) (2.25)

In this noise free scenario both algorithms perform well and estimate the line param-
eters correctly. Then we added normal distributed noise with standard deviation of
o = 0.5 pixel onto the projected point location and estimated the line parameters
again. We ran the experiment a 100 times and give the statistics in table 2.2.3. We ap-
plied PCA on the estimated directions and transformed them into their eigen-frame
to measure its standard deviation. The standard deviation of the direction estimated
with the linear method is high and shows high uncertainty in the estimation. In the
last row of table 2.2.3 we give the minimal, medial and maximal distance of the esti-
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method linear non-linear
mean direction (0.0202, 0.6428,0.6509) (0.0051,0.7072,0.7058)
std direction (0.0016,0.1327,0.3831) (0.0034,0.0107,0.0388)
distance (38.0101, 120.1907, 455.6870) | (0.0068,0.0502,102.0251)

Table 2.7: Results of the simulation study comparing linear and non-linear algorithm
in the presence of noise. First row is the mean of the trajectory direction,
second row is the standard deviation of the direction. Last row shows the
distance (minimum, median, maximum) of the estimated line point to the
ground-truth line.

mated point p to the actual line, which also shows large errors in the linear algorithm.

The data for the second study was obtained by tracking the skin surface of a vol-
unteer using an Optotrak Certus system. Seven IR-LED’s were attached to the vol-
unteer in the thoracic-abdominal region and data was acquired at a rate of 60Hz
with the volunteer in the supine position. Then we projected the 3D points using the
projection matrices of the C-arm, which simulates the rotation and projection of the
imaging system. These 2D points serve as input for the linear and non linear estima-
tion. Figure 2.10 shows the original 3D point cloud, from which we obtained the 2D
points. The green line is the linear estimate and the blue one the non linear. One sees
that the linear estimated line does not pass through the point cloud, whereas the non
linear estimate does.

Z [mm]
]

Figure 2.10: Line reconstruction. Red dots are the true 3D coordinates of the fiducial.
Blue line was reconstructed with non linear algorithm, green line was
reconstructed using Avidan and Shashua’s algorithm.

To evaluate the quality of the estimated respiratory signal we use a motion plat-
form that follows the same respiratory motion from the simulation study. We ac-
quired cone-beam CT images of a fiducial attached to a motion platform performing
the respiratory motion as shown in Figure 2.11. To use the data from the simulation
study for the motion platform we had to resample the signal from 60H z to 7.8125H z,
a sample every 128ms. This was required due to hardware limitations.

We acquired two scans, one with the fiducial approximately in the mid-plane of
the reconstruction volume and a second scan with the fiducial on the border of the
volume. Sample images from both scans are shown in Figure 2.12.
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Figure 2.11: Setup with motion platform and CBCT scanner. Respiratory signal gen-
erated by performing PCA on the motion platform data

Figure 2.12: X-Ray images from two motion platform experiments. The fiducial is
once in the image center and once at the boarder

As we know the exact 3D motion we can generate a ground truth respiratory sig-
nal and compare it to the estimated signal using our method. We observed that our
signal is in phase with the ground truth signal, but suffers from inaccuracies in am-
plitude close to the anterior-posterior imaging setup where the primary direction of
motion is perpendicular to the image plane. At this position (after half of the scan-
ning time) the angle between the trajectory and the ray is small as seen in Figure 2.13.
Figure 2.11 shows the experimental setup and the known ground truth respiratory
curve.

Furthermore we compared the respiratory signals we obtained from each Optotrak
marker attached to the volunteer. Table 2.2.3 shows the correlation of marker pairs
by displaying the normalized cross correlation coefficient. The signals are correlated
to 99% regardless of marker location.

Whereas the placement of the marker has no impact on the respiratory signal,
the line estimation algorithm can be affected by the markers position. For example,
when all rays used for the line estimation are lying in a common plane, it is impos-
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Figure 2.13: Amplitude and phase signal of ground truth overlaid with reconstructed
signal. Ray intersection angle with reconstructed line

sible to reconstruct the line. Every line in the plane will have a distance of zero to
the set of lines. For optimal trajectory reconstruction it is best to image the line with
imaging planes parallel to it. Unfortunately this is impossible in the clinical setup,
with the patient in supine position and the C-arm rotating in the axial plane.
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Marker 1 2 3 4 5 6 7
1.0000 | 0.9999 | 0.9994 | 0.9996 | 0.9982 | 0.9991 | 0.9968
1.0000 | 0.9995 | 0.9996 | 0.9981 | 0.9992 | 0.9969
1.0000 | 0.9992 | 0.9990 | 0.9995 | 0.9985
1.0000 | 0.9986 | 0.9995 | 0.9976
1.0000 | 0.9992 | 0.9991
1.0000 | 0.9989
1.0000

NG WDN -

Table 2.8: Correlation of respiratory signals computed from differently attached
markers



3 Tomographic Reconstruction

3.1 Reconstruction

Tomographic reconstruction refers to the reconstruction of cross sectional images
from projections of an object obtained from different angles [28]. Conventional CT
scanners posses an X-Ray source, emitting a fan-shaped beam, which rotates around
the object of interest and projects 2D cross sections onto a 1D detector. The original
2D image can be recovered using the projection data and the knowledge of the source
and detector positions. A whole 3D scan is captured by stacking up multiple 2D
slices.

A similar principle is Cone Beam CT [59]. The difference is that the beam shape is
similar to a cone, projecting a 3D volume onto a 2D detector. By projecting the object
from different angles, the whole 3D object can be reconstructed at once, similar to the
slices in the conventional CT, but without the need of combining multiple 2D slices
into a 3D volume.

In general we differentiate between two kinds of reconstruction algorithms, ana-
lytical and iterative. Analytical reconstruction relies on the inversion of the Radon
transform, modeling the projection step as:

Py(t) = /_O:o /_O:o f(z,y)d(x cos(f) + ysin(0) — t) (3.1)

where f(z,y) is the image, 0 the delta function, ¢ the projection angle and ¢ the de-
tector pixel. This equation models the line integral generation for a parallel beam
projection. In order to obtain the image f(z,y) from its projections Py(t) we have to
apply the Fourier Slice Theorem [28].

Fourier Slice Theorem. The Fourier transform of a parallel projection of an image f(x,y)
taken at angle 0 gives a slice of the two-dimensional transform, F(u, v), subtending an angle
0 with the u-axis. In other words, the Fourier transform of PO(t) gives the values of F(u, u)
along line BB in Fig. 3.1

In other words, if we take the Fourier transform of the projection data and assem-
ble it according to the projection angle in the Fourier space of the sought image, we
can perform the inverse Fourier transform on it and receive the original image. This
is the foundation for all direct algorithms. Figure 3.1 illustrates this principle.

Another way of performing reconstruction is to use iterative methods. Reconstruc-
tion is described by a system of linear equations whose solution yields the desired
reconstruction. For a reconstruction volume of 2562 voxel, the system matrix has a
size of 256° x 256. Obviously the matrix is to large to be solved directly by standard
inversion schemes. The standard approach is to use an iterative algorithm, which
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Figure 3.1: Fourier Slice Theorem, adopted from [28]

was first proposed by Kaczmarz [27] and is explained in detail in Kak’s book [28].
This is the approach utilized in this thesis.

Both methods have their advantages and disadvantages. Computationally effi-
cient implementations of the Fourier Transform utilized by the direct approach result
in short reconstruction times (< 5 min) and are thus the dominant method in the clin-
ical environment. Iterative algorithms exhibit longer running times. In recent years
this drawback has been mitigated by faster implementations of projection and back-
projection utilizing texturing hardware [36, 56] and programmable GPUs [51]. The
advantage of iterative algorithms is that they can deal with less projection images
than the direct method [13]. Guan and Gordon [23] show this in the the 2D paral-
lel beam case. They show that My, = Mppp/2 which means that for an algebraic
reconstruction only half of the projection images are needed. To have a well deter-
mined set of equations for algebraic reconstruction we need one equation for each
unknown voxel value. Assuming we are reconstructing a spherical volume with a
diameter of n, samples, the number of unknowns is given by the volume formula
of the sphere V = 1mn3. A projection image of size n? pixels contains A = {mn?
relevant pixels thus we need

v
- = 0.67n (3.2)

projection images for a well determined linear system of equations [37]. In practice
we have to acquire 172 images for a volume of n = 256 voxels in diameter. This equa-
tion implies that the projection images are non-redundant, meaning that each image
carries new information. For the parallel beam case this means an equi-angular sam-
pling over a circular trajectory of 180 degrees. There are several scenarios where this
cannot be accomplished. For the application of retrospective gated reconstruction
we cannot guarantee this and thus are facing a limited (few) view projection prob-
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lem. This is a current research topic, which has been drawing researches attention
since the early 1970’s.

Rangayyan et. al. [45] describe early attempts to solve the problem for the 2D case.
Andersen [1] tries to solve the limited view projection problem for the 3D case and
suggests using algebraic methods. Most researchers add a priori knowledge [44, 49],
like an approximation of the objects intensity values or assumptions on the smooth-
ness of the image to constrain the under determined system. More recently, statistical
reconstruction methods [26, 54] have been employed for limited view reconstruction,
which also allow to specify a priori information. In this thesis we only address the
limited view problem implicitly 3.2. Adding a priori knowledge is complicated in
our case as we are reconstructing the abdominal region with organs undergoing mo-
tion and deformation throughout the data acquisition process.

In algebraic reconstruction the problem of estimating the volume is formulated as
a set of linear equations.

Wf=p (3.3)

where W is called the system matrix. Written as a summation we have
N
Zwijf]‘ = Pi, i:1,2,...,M (34)
j=1

To solve this iteratively we can apply Kaczmarz’s [27, 28] method. It takes an initial
guess and projects it consecutively on the hyperplanes given by the linear system

o . Fli-1) Lo o
T A I A et ©5)
W - W
where w; = (wj1, wi2, . .., w;N). Rewriting 3.5 for a single voxel and introducing the

relaxation factor ) yields the equation for the algebraic reconstruction (ART)

N k—1)
e peD \Pi— dim1 wilfl(
’ ! le\;1 w;?

k is the iteration step, j the index of the voxel, i the index of the pixel in the projection
image and [ iterates over all voxels. The term

Wi (3.6)

al k-1
Zwilfz( -
=1

is the line integral from the source to pixel p; summing up all voxels the ray passes
and

N
Z Wil
=1

is the sum of all contribution factors traversed by the ray and is related to the ray
length. Figure 3.2 illustrates the process.
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Figure 3.2: Reconstruction scheme. A ray passes through the reconstructed slice from
the camera center to the image pixel p;. The voxels f; are multiplied by
their contribution factor w;; and summed up.

A major refinement to ART is the simultaneous algebraic reconstruction (SART).
SART takes into account that a voxel can contribute to several pixels in the image.

’L*Z]\i wilfl(k_l)
S <p =1 Wi
PO I i D DY 9

T Y piep, Wi
It sums over all pixels p; in a projection image P,. If voxel f; contributes to pixel
pi, wij > 0 the correction factor will be computed. The nominator of equation 3.7 is
similar to ART. At the end the correction factor is divided by

> wis

pi€P,

(3.7)

the sum of the contribution factors associated with each pixel in the image. The
implementation of SART is straight forward and is shown in Table 3.1

The main components of the reconstruction algorithm are the computations of ray
projection and back-projection into the volume. The ray r, corresponding to 2D pixel
u, is computed using the projection matrix P as shown in section 2.2:

&= —Pyipi (3.8)
d = Pyusii (3.9)
F=c+ M (3.10)
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1. initialize f (set all entries to Zero)
2. iterate till convergence

3. a) project f according to P; resulting in ¢;
b) compute correction ¢; = A\(p; — ¢;)
¢) back-project correction

Table 3.1: SART algorithm.

To sample the volume along the ray we compute its intersection points with the
axis aligned bounding box, which is centered at the origin (0,0,0). The intersec-
tion test is performed by testing the ray against each face of the box and computing
its entry x, and exit point z.. Numerous algorithms can be found in the literature
(e.g. [61]), presenting also optimization strategies. In order to sum up the voxel val-
ues along the ray, the points z; and z., given in the world frame, are expressed in
the volume coordinate system. Now we can sum up the voxels by sampling the ray

r =25+ NMxe — xy) (3.11)

The computed point does not correspond to a grid point thus we calculate its
contribution by interpolation. In this thesis we use tri-linear interpolation, a com-
mon compromise between computational complexity and quality of interpolation.
A voxel’s contribution is the weighted sum of its eight neighbors. Therefor we com-
pute the floating part (z4, y4, z4) of the coordinate (z, y, 2).

rg=1x— |z]
Ya =y — |y] (3.12)
zg=2z—|z]

The interpolated value is then

o= (L) Ll s L20) - (= 2a) - (1= ya) - (1 — 20)
1) L) L)) 0 (1) - (1= 20)
£ o] L)) - (1= ) g (1= 20)
+f(lz]), ly) . [2]) - (1 —2q) - (1 = yq) - 24
+£(T2], ) T2 2a- (1= ya) - 2a (3.13)
£ o] T2) - (1= ) v - 2a
R o] L2)) - va - (1= 20)
FF(21, o] T2]) - va - 2a
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More advanced interpolation schemes can be integrated, to improve the recon-
struction quality but they lead to longer computation times [37].

The back-projection of the correction image is carried out the reverse way. While
traversing the ray the correction factor v is added to the neighboring voxels accord-
ing to the weighting factor of the tri-linear interpolation and the length [ of the ray.
Similar to 3.13 we get

flz] sl =) = £l Ll =) + % ~(I=zq)- (1 —ya) - (1 za) (3.14)

for the first neighbor. The values of the remaining seven neighbors are computed
in the same way with their specific interpolation weights.

Our current CPU based software approach is very time consuming with a recon-
struction of a 128 x 128 x 110 volume using 543 620 x 480 projection images taking
60 minutes for one iteration. This was acceptable for our initial investigation into
4D CBCT reconstruction, and is easily improved using methods based on software
implementations for the graphical processing unit (GPU) [36].

3.2 Binning and Weighting

In order to acquire a binned reconstruction we investigated two strategies. First
a simple binning strategy, using only images falling into one bin to reconstruct an
image and second a weighting strategy assigning a weight factor to each image.

For the binning strategy we have to define a bin value v and a bin width w (Fig-
ure 3.3). Every projection image corresponding to a respiratory value r

r <

. z’H (3.15)

is sorted into the bin v. Thus we get approximately 5-10 groups of projection
images along the C-arm trajectory. For end inspiration and expiration we get less
groups but they contain more images. The fact that we obtain projections from only
a few directions results in severe artifacts in the reconstruction, which is why we
pursue a weighting based reconstruction strategy.

Instead of performing the reconstruction with a subset of projection images that
corresponds to a specific respiratory phase we use all images, but with weighting
factors according to their distance from the specific phase. This is motivated by the
fact, that images which fall outside of the bin also carry valid information, for exam-
ple the spine which does not move due to respiration.

The weighting factor is easily integrated into the SART algorithm. We only have
to replace the relaxation factor A by the weighting factor. Using standard SART all
n images contribute nA to one iteration. This value is now partitioned with respect
to the respiratory signal. Therefor we compute first the distance of each respiratory
value to the bin value

d=lv—r| (3.16)
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Figure 3.3: Scheme of gated reconstruction. According to the respiratory signal only
projection images with the same respiratory value are selected for the re-
construction. This leaves gaps on the C-Arm trajectory and missing im-
ages for the reconstruction.

In order to give bin images a higher rating we introduce a ratio for the weighting
factors. Images belonging to the the bin contribute ¢ times more than the images
belonging to the rest, thus we have to multiply the bin weights by factor t.

Zd>ﬂ d
t= ‘—c¢ 3.17
S (3.17)
Finally the weighting factors are scaled by factor s to contribute n\ to one iteration.

nA
s = (3.18
The weighting factors become

dicwy =td<w)s (3.19)
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3.3 Results

We evaluated our algorithms on simulated and real data. The simulated data is a dig-
ital phantom consisting of spheres. The projection images, also known as Digitally
Reconstructed Radiographs (DRR), were computed using a ray casting approach
with the camera parameters (projection matrices) corresponding to those obtained
from our clinical C-arm imaging system. The real data is generated using an an-
thropomorphic respiratory phantom [32]. The phantom was scanned while it was
respiring using the C-arm system, yielding the projection images. In both cases the
reconstructed images are all of size 148 x 148 x 110 voxels with an isotropic voxel size
of 1.6mm. The size of the projection images is 620 x 480 pixel and the reconstructions
were performed with four iterations.

3.3.1 Digital Phantom

The digital phantom is a combination of spheres of different size and intensity and
is described by the parametric equations of the spheres. This enables efficient and
accurate computation of the projection images, by intersecting the camera rays with
the parametric surfaces. The projection is generated by iterating over the image,
computing the ray for the pixel and intersecting it with the parametric surface (see
appendix B for derivation of ray-sphere intersection). The intensity value of the pro-
jection is the length of the segment between both intersection points multiplied by
the intensity of the sphere. This means we are assuming mono-energetic X-rays [28]
and a uniform distribution of the attenuation factors inside the spheres. For the
specific parameters of the phantom see table 3.3.1. Figure 3.4 shows two example
projection images.

sphere # | center (mm) | radius (mm) | intensity
1 (0,0,0) 80 1
2 (0,20, 20) 20 0
3 (20, —20, —20) 30 0.5

Table 3.2: Parameters of the digital phantom

To simulate motion during the image acquisition process we translate the sphere
centers by a sinus-modulated vector. For this specific case we have chosen the vector
(0,0.7,0.7) modulated by sin(275)10. Figure 3.5 shows the setup and the modulation
function (respiratory signal) with marked reconstruction bins.

Depending on the respiratory signal and the binning parameters we get different
bin sizes. In our examples we have approximately the following bin sizes. The res-
piratory signal consists of about five cycles, thus we have about five end-inhalation
positions, five end-exhalation positions and ten positions in between. Respiration
stays usually longer in the end-inhalation and end-exhalation phase and gives about
30 frames per position. 30 frames span an C-arm angle of 12° when the C-arm incre-
ment is 0.4° per frame. The phases in between have approximately half the images
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Figure 3.4: Digital phantom projections

max Position

enter Position

/I min Position

Figure 3.5: Digital Phantom setup and modulation function of the small spheres

per position but are taken from twice the C-arm positions. Thus they are better dis-
tributed over the C-arm trajectory. For the end-inhalation and end-exhalation phase
about 80 frames are in between two corresponding C-arm positions and span an an-
gle of 32° of missing projection data. This is the reason for reconstruction artifacts
and low contrast.

Table 3.6 shows the reconstruction results. The first row shows the reconstruction
of the phantom without motion. The second row is generated by applying the mo-
tion to the spheres and reconstructing them using all projections as input to the SART
algorithm. The motion leads to streaking artifacts and blurring of the sphere con-
tours. Reconstruction using our weighting approach, third row, or a binned subset
of the projection images, forth row, reduces blurring of the contours but introduces
artifacts due to the use of fewer projections. The weighting and subset approaches
reconstruct the moving spheres in the center position (corresponding to the static
case), where the respiratory value is zero (see Figure 3.5).

The difference between the weighted and the subset algorithm is visible when we
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reconstruct from only a few projection directions, which is the case for end-inhalation
and end-exhalation (see Figure 3.7). In these cases, projection images are only avail-
able from five directions. One sees that using the weighting scheme increases the
contrast and reduces the artifacts slightly, letting the larger sphere (r = 80) appear
round. The subset method has problems reconstructing this sphere and leaves the
impression of blended polygons.

3.3.2 Respiratory phantom

To test the algorithm on real data we performed reconstruction using data acquired
with an anthropomorphic respiratory phantom [32]. The phantom consists of a torso
with inflatable lungs connected to a pump. The respiratory signal is obtained with
our video based method 2.1 and the synchronization with the C-arm is performed
manually by selecting start and end of the scan in the video images. We have chosen
the end-inhalation and exhalation bins, corresponding to the respiratory values —4
and 4. Figure 3.3.2 displays a coronal (xy-plane) slice of both volumes. The bottom
left image is the first slice with the segmented diaphragm border from both volumes
overlaid.

3.3.3 Motion Platform Experiment

We also tested our reconstruction algorithm on a motion platform which was pro-
grammed to follow a human respiratory pattern. The respiration was recorded from
a volunteer using the Optotrak Certus system, as described in section 2.2. As recon-
struction object we attached a foam liver, containing contrast enhanced nodules, to
the arm of the motion platform, shown in Figure 3.9. In addition a spherical radio
opaque marker was glued to the arm, which we used to compute the respiratory
signal applying the algorithm presented in chapter 2.2. We activated the motion
platform for 40 seconds and acquired a 20 seconds scan of the phantom. In order
to synchronize the ground truth respiratory signal we registered the estimated sig-
nal with the ground truth signal. This allows to reconstruct the liver phantom using
the ground truth amplitude signal and the phase signal and to study the differences
between both approaches.

Figure 3.10 shows the difference between the amplitude and the phase signal. The
phase signal was scaled for visualization purposes. Apparently a real respiratory
signal introduces several problems for reconstruction. The amplitude varies over
the 20 seconds what makes it impossible to reconstruct some states. For example
reconstructing the volume at the respiratory value of eight leaves only three projec-
tion direction which is not sufficient. Commonly researchers use the phase signal
to overcome the problem of missing projections. This approach introduces another
problem. Projection images associated with one bin, do not correspond to the same
amplitude value and thus not to the same position of the volume. By using phase
binning we have to expect blurring due to the falsely assigned projection images.
Figure 3.11 shows two axial slices reconstructed once with amplitude binning and
once with phase binning. The differences are not obvious in the original slice. But
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inspecting the thresholded slices, a slight improvement in the amplitude binned im-
age can be seen. The boarder of the spherical nodule and the boarder of the arm of
the motion platform appear sharper.



3 Tomographic Reconstruction 38

Figure 3.6: Reconstruction results from simulation study. Left to right: zy, xz, and yz
planes. Top to bottom: no motion, with motion, weighted reconstruction,
subset reconstruction
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Figure 3.7: Reconstruction of bin —10. Left to right: zy, 2, and yz planes. Top, subset
reconstruction, bottom weighted reconstruction.
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Figure 3.8: Images of C-Arm in start and end position used to synchronize the C-
Arm frames with the respiratory motion. Coronal slice from two recon-
structed volumes. From left to right and top to bottom: end-inhalation,
end-exhalation, segmented diaphragm border overlaid on end-inhalation
slice, respiratory signal with marked bins
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-

Figure 3.9: Motion platform with attached foam liver centered in C-arm system

Amplitude / Phase

Figure 3.10: Different binning results from amplitude (red) and phase (blue) signal.
The phase signal was scaled for visualization purposes.
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Figure 3.11: Axial slice view of reconstruction results of the moving liver. left to right:
amplitude binning, phase binning. Top row: unprocessed slices; bottom
row: thresholded slices.



4 Summary and Outlook

4.1 Summary

In this thesis we presented two approaches to respiratory monitoring and showed
how to integrate a respiratory signal into the algebraic tomographic reconstruction
algorithm, reconstructing a 4D, 3D over time, volumetric data set.

The first respiratory monitoring approach is based on monocular tracking of color
fiducials in video. The approach provides a simple and inexpensive solution for res-
piration monitoring. The results presented in section 2.1 show that the respiratory
signal is comparable to one acquired with a high-end 3D tracking system. This can
be explained by the nature of the abdominal respiratory motion, which is almost lin-
ear and is periodical. Thus, a camera placed with its viewing direction orthogonal
to the line of motion captures the same information a 3D tracking system can ac-
quire. The raw signal generated from the tracking data is very noisy, but knowing
that normal respiration has a maximal frequency of 25 cycles per minute allows low-
pass filtering to eliminate all high frequencies, which are caused by noise. Finally,
using our system in combination with an ultrasound probe we showed that the gen-
erated respiratory signal is correct. That is, it is highly correlated with internal organ
motion.

The second respiratory monitoring approach is based on reconstructing the spa-
tial location of a radio-opaque fiducial placed on the patient’s abdomen. This ap-
proach is only applicable for respiration monitoring during CBCT data acquisition.
At the basis of our approach is the approximation of the fiducial’s spatial motion as
a line. The 2D fiducial locations in the projection images are detected and used in
conjunction with the known projection matrices to estimate the line of motion and
corresponding 3D fiducial location for each image. These 3D locations are then used
to generate the respiratory signal via PCA. To demonstrate the robustness of our 2D
fiducial detection approach we applied it to X-ray projection images of an anthro-
pomorphic phantom. To demonstrate the quality of the respiratory signal generated
by our approach we acquired CBCT data of a fiducial placed on a motion platform
performing a spatial motion which is based on the abdominal motion acquired from
a volunteer. The phase of our respiratory signal corresponded to the phase of the sig-
nal generated using the known motion. The amplitude of both signals corresponded
during most of the acquisition time, and did not correspond when the C-arm was
near the AP imaging position, where the imaging plane is nearly orthogonal to the
fiducial motion.

Finally, we used the generated respiratory signal to reconstruct an anthropomor-
phic phantom employing retrospective gating. The simultaneous algebraic recon-
struction algorithm was implemented and tested on clinical data. We presented two
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different gating schemes. First a hard gating scheme where we only use projection
images which correspond to the bin, which is reconstructed. This led to severe re-
construction artifacts due to missing projection data, but could remove motion blur-
ring. Reconstructing the end-inhale or end-exhale phase results in projection images
acquired from only five different directions when the patient performed five respira-
tory cycles. We mitigate this by using all projection images for reconstruction of each
respiratory phase. In this case we assign each image a different weight according to
its position in the respiratory cycle. This is based on the idea that each image also
contains static anatomy for example the spine. This data is valid over the whole res-
piratory cycle. We know that the images also contain dynamic anatomy which does
not correspond to the phase we are reconstructing. The weighting factor is thus a
trade-off between accepting false data and getting additional correct data. We have
chosen the weighting factors empirically. In a simulation study we showed that the
weighted reconstruction is slightly superior to the gated reconstruction but still suf-
fers from reconstruction artifacts and has a low contrast.

4.2 Future work

To improve our current 4D CBCT reconstruction approach so that it is clinically use-
ful we need to increase the speed of the reconstruction process and improve the
quality of the reconstructed images.

Computationally efficient implementations of algebraic reconstruction algorithms
have been previously described by several groups [36, 56, 51]. These approaches
are based on the use of the GPU instead of the naive CPU based approach we have
implemented. These GPU based approaches are expected to continue to provide
enhanced performance over CPU based methods. This is primarily due to the fact
that the rate of increase in GPU performance is greatly surpassing the increase in
CPU performance [34]. Given this trend we will port our CPU based reconstruction
method to the GPU.

To improve the quality of the reconstructed 4D data we will investigate two ap-
proaches.

The first approach relies on the availability of a preoperative CT acquired at breath-
hold. We will non-rigidly register the CT to each of our lower quality volumes, re-
sulting in a set of high quality CT based reconstructions. The main challenge of this
approach is to define an appropriate similarity measure which is able to deal with
the low contrast and reconstruction artifacts exhibited by our reconstructions. A
promising similarity measure for 3D/3D low quality CT to diagnostic CT rigid reg-
istration was proposed by Tomazevic et al. [57]. We will investigate its applicability
to non-rigid registration.

The second approach does not require preoperative data. This approach is based
on performing multiple acquisition scans. The reconstruction quality is improved by
providing images from more viewing angles for each respiratory phase. The main
concerns with this approach are that it increases the acquisition time and the radia-
tion dose to the patient.



A Derivation of line-line distance

A direction n and a point a parameterize a line. A point on that line is given by
p = a + An. The shortest segment connecting two lines has to be perpendicular to
both lines and fulfill the equations

n’{(a1 + Ainy —ag — )\Qng) =0 (Al)
ng(al + Any —ag — /\Qng) =0 (A2)

Expanding that equations and solving for A gives

n{al + Alannl — anag — )\inTng =0 (A.3)
ngal + Alngnl — n2Ta2 — )\Qngng =0 (A.4)
T T
nini —nyin2| [A1 ny (ag — al)} A
= 5
{n%’nl —’I’L2 nz} {)\2} { g(az — al) ( )

The solution for A1 and A5 is

(n1 - n2)(ng - (a2 —a1)) — (n2 - n2)(n - (a2 — a1))
(m1 - )z - 12) — (na - m2)? (4.6
Ny = (M m)(na - (a2 — a1)) = (- ma)(ma - (a2 — a1)) (A7)

(n1-n1)(n2 - n2) — (1 - ng)?

A=

The denominator can be expressed as the dot product of the cross product of n; and
ng using Lagrange’s identity [35] which is
(axb)-(cxd)=(a-c)(b-d)—(b-c)(a-d) (A.8)
Applying this to our problem gives
(n1 : nl)(ng . nz) — (n1 : n2)2 = (n1 X TLQ) : (’I’Ll X TLQ) (A9)
The same identity holds for the nominator
(n1 - n2)(ng - (a2 — a1)) = (n2 - n2)(n1 - (a2 — 1)) = (A.10)
((ag — a1) x n2) - (n1 X n2)
)
)

(n1-n1)(n2 - (a2 —a1)) — (n1 - n2)(n1 - (a2 —a1)) =

((ag —a1) x ny) - (n1 X n2) (A1)

Thus we get for the line parameters

B ((CLQ — al) X ng) . (n1 X ng)
AL = (n1 X ng) - (n1 X n2) (A-12)
((ag —ay) x ny) - (n1 X n2)

(n1 X ng) - (n1 X n2)

Ao = (A.13)
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The denominator becomes zero if the cross product n; x ng = 0, meaning n; and no
are parallel. In this case the distance between both lines is computed by choosing
one point on the first line and computing its shortest distance to the second line. \;
and \; are plugged into the line equations

((az — al) X TLQ) . (m X 712)
(n1 X TLQ) : (n1 X TLQ)
((a2 — a,l) X TL1> . (m X 712)
(n1 X TLQ) . (n1 X TLQ)

p1=a1+Mn1=a+ ny (A.14)

p2 = az + Agng = az + na (A.15)

The shortest distance between both lines is the length of the line segment (p1, p2)

d = |p1 — p2| (A.16)



B Ray-sphere intersection

A ray is parameterized like a line with a start point (camera center) a and a direction
n.
r=a+An (B.1)

A sphere is defined by its center (c;, ¢y, c;) and radius r. For a point (z,y, z) on the
sphere the following equation is true.

(x—co)* + (y — cy)2 +(z—c)? =712 (B.2)

Substituting the ray equation into the sphere equation yields a quadratic equation in
the ray parameter \.

Ay + Ay — )2 + (ay + Ay — ) + (ay + An, — ¢,)? = 72 (B.3)
Y y — Cy

Solving for A gives the two solutions

M= —-B+£ \/QBA2 —4AC (B4)
A=n-n (B.5)

B=2(a—c)'n (B.6)
C=(a—c)-(a—c)—12 (B.7)

If the equation has no solution (B2 — 4AC < 0) the ray does not intersect the sphere.
The equation has one solution (B? — 4AC = 0) if the ray grazes the sphere. Two so-
lutions (B2 — 4AC > 0) are obtained when the ray intersects the sphere. Substituting
A1,2 into the ray equation gives the entry and exit point of the ray.
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