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Preface 

This workshop aims to bring together scientific researchers and medical experts in the field of 
endovascular stenting procedures in different anatomical regions. While researchers concerned with 
cerebral, coronary, carotid, and aortic stenting have mostly published within their corresponding 
anatomy, the MICCAI-STENT workshop will provide a platform for scientific discussion on stent-
related research across anatomical boundaries. The aim is to form the basis of a specialized 
subcommunity within MICCAI.
The workshop will focus on imaging, treatment and computed assisted technological advances in 
diagnostic and intraoperative imaging. Such techniques offer increasingly useful information 
regarding vascular anatomy and function and are poised to have dramatic impact on the diagnosis, 
analysis, modeling, and treatment of vascular diseases. Computational vision techniques designed 
to analyze images for modeling, simulating, and visualizing anatomy and medical devices such as 
stents as well as the assessment of interventional procedures are therefore playing an important role 
and are currently receiving significant interest.
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Abstract. We present and evaluate a method for registering pre-operative coro-
nary CTA with intraoperative biplane X-ray angiography images via 3D models 
of the coronary arteries.  The models are extracted from the CTA and biplane 
images and are temporally aligned based on the CT reconstruction phase and 
ECG signals. Spatial alignment is done with a robust probabilistic point set ap-
proach in a rigid manner.  Evaluation of our registrations using clinical data and 
their projections to the XA imaging planes show results on the order of 1mm 
and sub-millimeter in several cases indicating the potential for integrating CTA 
information for improved image guidance. 

Keywords.  Image guidance, 3D/3D registration, CTA, biplane reconstruction, 
chronic total occlusions 

1 Introduction 

Percutaneous coronary intervention (PCI) is a minimally invasive procedure for pa-
tients with advanced coronary artery disease. PCI involves the introduction of a guid-
ing catheter via arterial access and the use of a guidewire and balloon or stent catheter 
to cross a stenosis and deploy a stent at the lesion site.  Visualization during PCI is 
achieved by means of X-ray angiography (XA). High success rates have been re-
ported for normal PCI [1], but patients with a chronic total occlusion (CTO) remain a 
difficult subset of patients to treat with PCI [2] due to the complete nature of their 
stenosis, which results in the absence of contrast flow and therefore the visualization 
of the occluded segment during the intervention. These patients could potentially 
benefit from improvements in the image guidance of the intervention. 

The integration of preoperative with intraoperative imaging is a known strategy in 
image guidance and work has been done, for example, in fusing preoperative mag-
netic resonance imaging to X-ray fluoroscopy to guide the recanalization of peripheral 
artery CTOs [3].  There have also been attempts to provide additional visual informa-
tion to the cardiac interventionist treating CTO’s by integrating preoperative CTA - 



the occluded segment can usually be seen on cardiac CT -  with intraoperative X-ray 
images by aligning 3D and 4D CTA with 2D X-ray image sequences [4][5][6]. 

The purpose of our work is to develop and evaluate a method that does a similar 
registration based on two 3D models obtained from 3D CTA and biplane X-ray An-
giography (XA). Biplane imaging is the preferred visualization for complex lesions 
such as CTOs. Utilizing a direct 3D-3D registration may facilitate the registration, 
and also allows us to investigate the differences in coronary shapes between recon-
structions from pre-operative CTA and biplane XA. For the registration method we 
prefer a density-based approach [7] to align the pre-operative model to the interven-
tional reconstruction over a point-based ICP approach. Main contributions of our 
work are the development of an integrated method to do a 3D-3D registration for 
aligning CTA and XA images in the context of PCI and an evaluation of the approach 
w.r.t. accuracies and robustness to the initial alignment. Furthermore, our method 
facilitates a quantitative evaluation of shape differences between centerline models 
obtained from pre-operative imaging data versus centerline models obtained from 
interventional imaging data. 

2 Method 

Below, we describe the biplane reconstruction method, the construction of the 3D 
CTA centerline model, and the temporal and spatial alignment of these two models.   

2.1 Biplane XA Reconstructions 

Input for the biplane reconstructions are the coronary artery centerlines that are ob-
tained from XA images. The system geometry is established with the information 
provided in the DICOM tags. Subsequently, an adaptive 3D epipolar geometry algo-
rithm is used to reconstruct a 3D centerline model taking into account system distor-
tion introduced by the isocentre offset [8]. In case a 3D reconstruction cannot be cre-
ated from the XA images, an interpolation from the 3D reconstructions of adjacent 
frames is performed. The XA sampling rate is known and the ECG data is available 
for each image.  

2.2 CTA Centerlines 

CTA centerlines of the coronary arteries are extracted from CTA using a minimum 
cost path approach algorithm [9]. To this end, the following cost image is generated 
from a CTA image: 
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where V is a Frangi-based vesselness measure, I an intensity measure and  a small 
positive value to avoid singularity of the function.   



Subsequently, a starting point in the ostium of the coronary artery, and  endpoints 
of the left and right coronary tree are manually input, after which the coronary artery 
centerlines are extracted via a minimum cost path search.  Accuracy of the minimum 
cost path algorithm has been reported [9] to be between 0.5-0.65mm for the average 
distance between extracted centerlines and a reference standard.   

2.3 Alignment of 3D CTA and Biplane XA Reconstructions 

Temporal alignment. As the heart changes shape over the cardiac cycle, temporal 
alignment, i.e. building both 3D models from the same cardiac phase, is essential for 
optimal alignment. Nowadays it common to use prospective gating in cardiac CTA: 
imaging only a part of each cardiac cycle.  We therefore choose the CTA cardiac 
phase as the phase for alignment, which typically is around 70% of the R-R cycle. 

The biplane XA images selected for the reconstructions in our experiments cover 
one complete R-R cycle at a known sampling rate.  The ECG information stored in 
the XA DICOM tags is used to select the images that correspond to the phase of the 
CTA model.   
Spatial Alignment. The phase matched 3D model from CTA and biplane XA are 
represented as a set of points along the centerlines, i.e. let {C,B} be two finite size 
point sets, where C represents the points describing the CTA extracted centerlines and 
B the points of the biplane reconstruction. In the registration process, these models are 
interpreted as probability density functions, and registration is performed, which al-
lows them to be registered using the approach by Jian and Vemuri [7].  This method 
minimizes the L2 distance metric between two probability density functions: 
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where gmm(P) refers to the Gaussian mixture model of point set P and  are the pa-
rameters of the spatial transformation family T. This approach does not require ex-
plicit point correspondence and therefore is less sensitive to outliers and missing in-
formation. The initial orientation of the point sets was based on the coordinate system 
of the biplane system and the initial positioning was performed by aligning the centers 
of mass of the reconstructions, such that the models were approximately oriented 
similarly and positioned close to each other. The algorithm assumes no prior informa-
tion and each of the Gaussian components in the Gaussian mixture models corre-
sponds to a point in the point sets. In the current work, all points are equally weighted 
and all share the same spherical covariance matrix. Additionally, we assume no de-
formation, so a 6-degrees-of-freedom rigid transform is used.  

3 Experiments and Results 

The method has been applied to retrospectively acquired clinical data. We per-
formed experiments to evaluate the registration accuracy and convergence, and the 
effect of using off-phase coronary reconstructions, and also to investigate the shape 



differences between the 3D coronary models. Below, we first discuss the data, fol-
lowed by a description of the experiments and the results. 

3.1 Imaging data and pre-processing 

We retrospectively acquired coronary CTA datasets for 9 CTO patients.   For these 
datasets the centerlines of the right (3) or left (6) coronary tree were extracted using 
the centerline extraction minimum cost path approach. For all patients the CT data 
was acquired on a Siemens SOMATOM Definition Flash scanner. The field of view 
used for the CT reconstructions was 512x512 with a voxel size of approximately 
0.35x0.35x0.45 mm3.  The slice thickness used for reconstructing the individual slices 
was 0.75 mm and the average number of slices for all datasets was 303. Median heart 
rate during the CTA scans was 65 bpm (37-96), for all except one patient the recon-
struction phase was around 75 % of the cardiac cycle. 

These patients had also undergone a percutaneous coronary intervention with a 
Siemens AXIOM-Artis biplane system. The XA images contain 1024x1024 pixels 
with a pixel size of either 0.139x0.139 mm2 or 0.184x0.184 mm2. The biplane image 
sequences were used for the biplane reconstructions of the coronary arteries featuring 
the CTO’s over one heart cycle (R-R interval) for each patient. Median length of one 
cardiac cycle was 15 frames (11-18). The XA imaging frequency was 15 Hz for all 
patients.  XA frames covering an R-R interval were selected by visually inspecting 
the images for presence of contrast agent and the vessels proximal and distal to the 
CTO were manually annotated and then reconstructed in 3D for each frame. Median 
heart rate during XA was 63 bpm (50-82), median heart rate difference between XA 
and CTA was 10 bpm (2-25). 

3.2 Registration Experiments 

We performed 3 sets of experiments. 
In the first experiment we investigate the feasibility and accuracy of alignment of 

CTA extracted centerlines with phase matched biplane reconstructions using the 
Gaussian mixture model approach. To this end we performed 27 3D rigid point set 
registrations. With each patient having multiple biplane reconstructions covering the 
R-R interval we selected the 3 frames with the phase closest to the CTA reconstruc-
tion phase of the CTA extracted centerlines and performed the registration on these.  

Additionally, to test the premise that using phase information results in the tempo-
rally alignment of our models we investigated the effect of using off-phase models in 
the registration. Therefore we performed an off-phase rigid point set registration for 
each patient where we registered the CTA extracted centerlines to the biplane recon-
structions at systole (10% of the R-R interval). 

To test the capture range of the registration we also perturbed the initial alignment 
of the CTA extracted centerlines with the phase matched biplane reconstruction by 
applying a rotation to the CTA extracted centerlines of +/- 5 and 10 degrees. Rotation 
was performed by rotating the CTA extracted point sets around their center of mass 
along the axis pointing from patient posterior to patient anterior, patient right to pa-



tient left and patient head to patient feet. A registration was considered successful if 
the final 2D distance metric was less than 1.5 mm, which is less than a coronary ar-
tery radius. 

In order to evaluate the registrations we calculate a mean distance (and the stan-
dard deviation) between the two 3D point sets before and after registration. Addition-
ally, we quantify a similar metric after projection of the CTA centerlines to the XA 
images, to investigate the use of our approach for improving image guidance. 

3.3 Implementation 

The biplane reconstructions consist of 3D point sets depicting the coronary artery 
proximal and distal to the CTO with one or more visible branches when possible.  
Hence, only centerlines corresponding to this vasculature were taken from the CTA 
extracted centerlines for the registration. The 3D reconstructions of the biplane intra-
operative X-ray images are performed using QCA3D within CAAS 5v11 (Pie Medi-
cal Imaging, the Netherlands).   The Gaussian mixture model registration approach is 
more robust when pairs of point sets are of similar sampling rates and therefore the 
biplane reconstructions and CTA extracted centerlines were resampled equidistantly 
at a distance of 0.25mm. This resulted in CTA extracted point sets with an average of 
685 points per set and biplane reconstruction point sets with an average of 429 points 
per set. Initialization of the point sets required a simple transformation (rotation) to 
account for the different coordinate systems used in the CTA and biplane reconstruc-
tions and a translation based on their centers of mass. The registration was done with 
the GMMREG algorithm developed by Jian and Vemuri (downloadable at 
http://gmmreg.googlecode.com).  

Evaluation in 3D was performed by calculating distances between closest corre-
sponding points. Evaluation in 2D was performed in the same manner after projecting 
the CTA registered model and biplane reconstruction to the image plane.   

3.4 Results 

 
Fig. 1. Shows a CTA extracted centerline and a biplane reconstruction before and after registra-
tion. 

The results of the first experiments are in Table 1, which lists the mean distance and 
standard deviation between CTA extracted centerlines and biplane reconstructions for 



the phase matched and off phase experiments as well as an initial alignment distance.  
An example registration is shown in Fig.1. 

Table 1. Contains mean distance and standard deviation before and after registration of phase 
matched and off phase registration experiments.  The Initial distance is based on the mean 
distance between the initial alignment of the CTA extracted centerlines with the second phase 
matched frame, before registration. 

Patient 
Initial  
(mm) 

Phase Matched 
1 (mm) 

Phase Matched 
2 (mm) 

Phase Matched 
3 (mm) 

Off phase 
(mm) 

1 2.7 ± 3.2 0.7 ± .9 1.0 ± 1.5 1.4 ± 2.2 1.6 ± 1.3 
2 4.5 ± 1.9 1.0 ± 1.3 1.5 ± 1.2 1.8 ± 1.3 2.0 ± 2.4 
3 20.1 ± 0.8 0.2 ± 0.7 1.3 ± 0.8 1.4 ± 0.8 0.4 ± 1.5 
4 5.8 ± 1.0 2.1 ± 0.7 1.4 ± 0.8 1.4 ± 0.7 1.5 ± 0.7 
5 4.4 ± 2.8 1.9 ± 1.4 1.8 ± 1.2 3.2 ± 2.2 2.0 ± 1.7 
6 7.4 ± 7.7 2.6 ± 3.6 5.5 ± 9.3 2.5 ± 3.2 1.8 ± 3.0 
7 3.9 ± 3.2 0.9 ± 1.0 0.7 ± 0.7 0.8 ± 0.7 1.9 ± 2.8 
8 3.2 ± 2.0 1.3 ± 1.3 1.2 ± 1.1 1.0 ± 1.0 0.7 ± 0.7 
9 4.2 ± 4.8 0.9 ± 1.0 0.7 ± 1.0 23.1 ± 22.3 0.7 ± 0.9 

Median 4.4 ± 2.8 1.0 ± 1.3 1.3 ± 0.8 1.4 ± 0.8 1.6 ± 1.3 
 

In the capture range experiment initialization is perturbed by +/- 5 and 10 degrees 
around each axis (x,y,z) for the 9 patients resulting in 108 (4*3*9) registrations.  93 
out of the 108 registrations were consistent with their unperturbed initial registration.  
Only 15 of the 108 registrations went from an initially successful registration (1.5mm 
criterion) in the unperturbed experiment to a failed registration in the capture range 
test.  For the two patients with unsuccessful initial registrations, the capture range test 
also returned failed registrations. 

Projecting the 3D registered CTA centerlines and a set of phase matched biplane 
reconstructions to the XA image plane of each C-arm of the biplane system resulted 
in 2D distance metrics with a median value of 1.2 ± 1.0mm. Of the 18 projections 7 
were measured to be at sub-millimeter accuracy, results ranged from 0.2 ± 0.2mm to 
5.6 ± 3.8mm. An example of a projection is shown in figure 2. 

 
 



 
Fig. 2. Projection of registered CTA centerline to XA image planes and a resulting overlay 

4 Discussion and Conclusion 

We presented and evaluated a method to align CTA to biplane angiography images, 
by registering two 3D centerline models that were obtained from the CTA and biplane 
XA images. The results show that we are able to align preoperative coronary CTA 
data with intraoperative biplane X-ray angiography using a robust probabilistic regis-
tration approach. Average distances between registered centerlines are on the order of 
1mm with several registrations achieving sub-millimeter accuracy. The 2D error 
measures are slightly better than those reported in [5], [6] and [10] but direct compari-
son is hard, as we evaluate on different datasets. 

As expected, registrations of the phase matched centerlines tend to outperform the 
off-phase matched experiments except when there is a failed registration or the patient 
had a large difference in heart rate.  Failure of registration was attributed to severe 
shape mismatch between the CTA and XA reconstructions such as for centerlines 
featuring different bifurcations.  One other failure could be attributed to the biplane 
reconstruction not being a proper subset of the CTA extracted centerlines. One patient 
had only a small portion of the coronary artery visible in the XA image, resulting in a 
small reconstruction evidenced by an atypically large initial distance and very good 
yet meaningless registration results. Perturbation of the initial alignment proved stable 
in most cases.  The registration itself takes about 1 second. 

We are considering several improvements of the registration method, e.g. including 
reconstruction accuracies in the GMM covariance matrices, including more vessels in 
the point sets and giving the bifurcations extra weight in the algorithm as they are 
potentially better landmarks. Non-rigid registration methods should also be explored 
as a way to deal with deformations [11][12], such as those introduced by the 
guidewire during the intervention. Future work will furthermore include evaluation on 
a larger set of patient data, and analyzing the differences in cardiac shape during CTA 
and XA for different heart rates and development of real-time biplane reconstruction. 

In conclusion, we developed a method that performs registration on two 3D models 
obtained by pre-operative CTA and intraoperative biplane X-ray angiography and 
demonstrated the applicability of the approach. 
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Abstract. During the endovascular treatment of abdominal aortic aneu-
rysm (EVAR), stiff devices are inserted into the vascular structure before 
stent-grafts deployment, which can lead to large deformations and so mod-
ify the preoperative sizing. In order to take into account these defor-
mations during the intervention planning, we propose an approach which 
involves a FEM-based simulation to model tools-tissue interactions and a 
geometrical simulation to visualize stent-grafts into the estimated deformed 
vascular structure. The deformations have been estimated for five patients 
and confronted to intraoperative images. Results illustrate that the defor-
mations of the vascular structure could be taken into account during the 
preoperative planning in order to better anticipate the adequacy of stent-
grafts with patient anatomy. 

Keywords: FEM simulation, tool/tissue interactions, geometrical simulation, 
intervention planning, EVAR 

1 Introduction 

The endovascular repair of abdominal aortic aneurysm (EVAR) has become an al-
ternative therapy to conventional open surgery [1]. It consists in inserting a delivery 
system through intravascular way and deploying one or several stent-grafts at the 
aneurysm site in order to exclude it. This procedure has the advantage of reducing 
blood loss, intra-operative morbidity, and hospital stay duration.  

However, EVAR shows inherent limitations that make difficult its implementation 
in a number of cases [2]. In particular, it requires the introduction of very stiff devices 
(guidewire and delivery system) which causes large deformations of the vascular 
structure. These endovascular tools modify the patient anatomy, in particular the 
length of some vascular segment as the common iliac and external iliac arteries. In 
clinical routine, the measures used for the stent-graft sizing are taken by analysing the 
undeformed preoperative CT-scan whereas stent-grafts are deployed inside a de-
formed vascular structure. Although these deformations are anticipated by clinical 



experience, they are not objectively taken into account during the intervention plan-
ning and no dedicated tool is available to estimate them. Moreover, these defor-
mations can lead to preoperative and intraoperative mismatching in intraoperative 
navigation / fusion system.  

In this context, patient-specific simulation could provide a predictive tool to sup-
port intervention planning and assistance by estimating the deformation of the vascu-
lar structure. Many finite element-based studies were aimed at analyzing wall stress 
distribution [3], risk of rupture [4] and fluid-structure interaction [5] in abdominal 
aortic aneurysm. To our knowledge, only one study focused on the vascular structure 
deformations caused by the insertion of a stiff guidewire [6]. However, no parameters 
model tuning has been done in this study. The deployment of a complete aortic stent 
graft was also studied [7], but without taking into account the deformation caused by 
guidewire and delivery system insertion. Furthermore, these studies were not directly 
connected to endovascular intervention planning. 

We propose an approach deliberately oriented towards an approximate solution 
consistent with the clinical workflow in order to better anticipate the adequacy of 
stent-grafts with patient anatomy during the intervention planning. Our method in-
volves a FEM-based simulation to estimate, from pre-operative data, anatomical de-
formations due to stiff devices insertion prior to stent-graft implantation and a geo-
metrical simulation to visualize stent-grafts into the estimated deformed vascular 
structure.  

2 Methods 

2.1 FEM-based simulation of the deformations of vascular structure 

Previously, we introduced a FEM-based patient-specific simulation approach to es-
timate the resulting intraoperative deformations of the vascular structure due to the 
guidewire insertion [8]. This method was extended to estimate the deformations 
caused by the delivery system. The main steps of this work are summarized below. 

 

  
Fig. 1. High (red) and low (blue) tissue density values were obtained from preoperative CT-
scan (left). The elements of the simulation mesh were then divided into two classes with 
different material properties (right): “calcified” (red) and “healthy” tissues (blue). 



Preoperative patient data description 
Pre-operative CT-scan data was analyzed with the Endosize® sizing software used 

in routine practice. For each patient, a complete sizing was performed according to 
the standards of the International Society for Vascular Surgery. The vascular structure 
was extracted using active contours, imported in the simulation software and then 
meshed using triangular shell elements. Each element was classified, through its cor-
responding density value obtained from the CT-scan, into two tissue categories, 
“healthy” and “calcified” tissues (Fig. 1). A different linear elastic material was at-
tributed to each category (Young’s modulus: 2 MPa for “healthy” tissue and 10 MPa 
for “calcified” tissue). 

Tool-tissue interaction model 
The first simulated tool is a Lunderquist stiff guidewire (Cook®) which is inserted 

prior to the delivery system in order to facilitate its insertion. It was modeled by a 
circular beam. The second simulated tool is the delivery system whose geometry cor-
responds to a cylinder with a small diameter hollow core allowing the insertion of the 
device around the guidewire. The mechanical behavior of simulated tools was defined 
by linear elastic material properties derived from experimental characterization [9] 
(Young’s modulus and Poisson’s coefficient: 200 GPa and 0.3 for the guidewire, 668 
MPa and 0.44 for the delivery system). 

The boundary conditions of the model were defined with regard to anatomical 
knowledge. The superior extremity of the abdominal aorta and the guidewire insertion 
site on the femoral artery were assumed to be fixed. Additional stiffness was added 
between the aortic bifurcation and the internal iliac bifurcation and on the posterior 
side of the aorta in order to model the anatomical relationship between aorta and 
spine.  

Simulation process 
The deformed state was computed through a quasi-static simulation in order to 

study the final equilibrium state of the model at the end of tools insertion. The simula-
tion consisted in initializing the guidewire into the vascular structure by positioning it 
on a pre-calculated path which minimizes its bending energy. The contact between the 
tool and the vascular structure was then activated and the guidewire was progressively 
relaxed until the steady state of the model is achieved. The delivery system was then 
displaced so that its centerline matched with the centerline of deformed guidewire. 
The contact between the external face of the delivery system and the internal face of 
the artery was then activated, and finally the delivery system was progressively re-
laxed until a new deformed steady state is achieved (Fig. 2). 

Simulation parameters tuning 
Matching of pre- and intraoperative data (fluoroscopic images) was used to evalu-

ate simulation error and to perform parameters tuning. The geometrical transfor-
mation between the 3D preoperative coordinate system and the 2D intraoperative 
coordinate system was estimated using a similarity measure based on the centerlines 



of the undeformed vascular structures. Registration error was calculated from the 
mean distance between the projected 3D preoperative centerlines and the 2D in-
traoperative centerlines. Simulation error was calculated from the mean distance be-
tween the centerline of the projected simulated tool and the centerline of the actually 
observed one. Parameters tuning was performed on a training dataset of patients. The 
parameters of the boundary conditions were interactively adjusted to reduce the simu-
lation error. Behavior laws were then established between parameter values and pa-
tient data in order to obtain an adaptive model. 

 

 
Fig. 2. Simulation of tools-tissue interactions on a patient case (guidewire on top, delivery 
system and guidewire on bottom)  

2.2 Geometrical stent-graft placement 

Mesh generation  
Two stent-graft components were considered for the simulation of stent-graft 

placement: bifurcated main body and iliac extensions (Fig. 3). A surface mesh com-
posed of triangular and quadrilateral elements and a centerline were used to represent 
stent-grafts. To represent stent-graft of different sizes, the mesh creation was parame-
terized by several variables (proximal and distal diameters, lengths) in order to obtain 
a mesh closed to the corresponding product reference. It was an automated process 



which creates elements between structural contours and uses a Delaunay triangulation 
to mesh bifurcations. 

 
Fig. 3. Geometrical simulation of stent-grafts placement. Overlap lengths appear in blue, next 
to each overlap region. 

Stent-graft placement  
The stent-graft placement consists in positioning the stent-graft mesh on the center-

line of the vascular structure. In order to compute the position of the stent-graft, the 
centerlines of the stent-graft and the vascular structure were oversampled with a simi-
lar point sampling. The displacements necessary to the superimposition of the two 
centerlines were thus calculated point to point.  

Each node of the stent-graft mesh was then associated with the closest point of the 
stent-graft centerline. A geometrical transformation was estimated for each node in 
order to place the mesh around the vessel centerline (Fig. 4): the rotation was estimat-
ed using the orientation of the undeformed and deformed centerlines and the transla-
tion was estimated from the displacement of the centerline point.  

 
Fig. 4. Method of stent-graft positioning. Each node of the stent-graft mesh (green) was associ-
ated with a point of the stent-graft centerline (blue). The nodes (red) were then positioned 
around the centerline of the vascular structure (black).  



Visualization 
The different stent-graft meshes were restituted within a 3D reconstruction of the 

patient CT-scan (Fig. 3). The stent-grafts could be displayed with the original pre-
operative CT-scan or with the CT-scan deformed by the guidewire and the delivery 
system. This deformed CT-scan was generated by interpolating and projecting the 
displacement field obtained by the simulation onto the CT-scan voxel grid. Each 
voxel of the vascular structure was then moved by the corresponding displacement. 
The overlap length between two consecutive stent-grafts was also calculated and dis-
played next to the corresponding overlap region. Each stent-graft could be moved 
along and rotated about the vessel centerline. After each modification, the position of 
the other stent-grafts was updated in order to keep the overlap length value. The inser-
tion side could be also specified for iliac extensions.  

3 Results 

CT-scan data were obtained for 5 patients who underwent EVAR in the Depart-
ment of vascular surgery of the University Hospital of Rennes, France. The 3D/2D 
registration between preoperative and intraoperative data was done for all the patients. 
The mean registration error was 1.5 ± 1.1 mm.  

 
Patient Mean Min - Max 

1 2.9 ± 1.2 0.0 - 5.2 
2 3.0 ± 2.4 0.0 - 9.2 
3 1.2 ± 1.1 0.0 - 8.0 
4 1.7 ± 0.8 0.0 - 3.0 
5 5.5 ± 3.1 0.0 - 12.3 

Table 1. Error for the simulation of the resulting deformation caused by the guidewire and the 
delivery system (mm) 

Simulations were carried out using Ansys Mechanical implicit finite element solv-
er. The tuning of the adaptive model parameters was based on the guidewire simula-
tion results only (mean simulation error of 2.2 ± 1.0 mm). The errors for the delivery 
system simulation are presented in Tab. 1. Although the parameters tuning was per-
formed only for the guidewire simulation, the simulation of the resulting deformation 
caused by the guidewire and the delivery system, with a mean error of 3.0 ± 2.0 mm, 
gives acceptable results (Fig. 5). 

 
Placement of stent-grafts chosen during the sizing of the 5 patients was simulated. 

The position of each stent-graft was adjusted in order to obtain satisfying location and 
sufficient overlaps. Stent-grafts position was qualitatively observed on the unde-
formed CT-scan and the CT-scan deformed by guidewire and delivery system. An 
example illustrates, in Fig. 6, the modification of the iliac extension position caused 
by the deformation of the vascular structure. The bottom extremity is closer to the 
iliac bifurcation on the deformed CT-scan than on the undeformed CT-scan. The iliac 



extension placement on the CT-scan deformed by delivery device indicated that the 
internal iliac artery could be covered with the chosen stent-graft. 

 

 
Fig. 5. Example of simulated devices projection (guidewire on left, delivery system and guide-
wire on right) on a patient case. Simulated devices are represented in red and the actually ob-
served ones in blue. 

 
Fig. 6. Position of the bottom extremity of an iliac extension on the undeformed CT-scan (left) 
and the CT scan deformed by the guidewire (rmiddle) and by the delivery system (right). 

4 Conclusion 

In this paper, we presented a method for the visualization of stent-grafts into de-
formed vascular structure, estimated by finite element simulation. Stent-grafts place-
ment was based on a geometrical description of the different components of endovas-
cular prosthesis. Results illustrate that the deformations of the vascular structure could 
be taken into account during the preoperative planning in order to better anticipate the 
adequacy of stent-grafts with patient anatomy.  
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Abstract. Transcatheter aortic valve implantation (TAVI) is a mini-
mally invasive technique for performing aortic valve (AV) replacement
on the beating heart. Current techniques rely on rotational angiogra-
phy and/or single plane fluoroscopy for intraoperative guidance. An al-
ternative guidance system using only transesophogeal echocardiography
(TEE) would be easier to integrate into the operating room and elimi-
nate the need for nephrotoxic contrast mediums. While TEE can image
the AV and assess valve function, it is not well suited for displaying the
location of the TAVI catheter. A guidance system for TAVI has been
developed to magnetically track and visualize the TAVI catheter in an
augmented reality environment. The AV annulus and coronary ostia are
delineated from TEE images acquired during rapid pacing to ensure the
prosthetic valve is deployed at the appropriate location. The targeting
accuracy of this system is assessed in phantom and ex vivo experiments.

1 Introduction

Transcatheter aortic valve implantation (TAVI) has emerged as a safe and ef-
fective treatment for aortic stenosis in patients who are not suitable for conven-
tional surgery [6]. There have been major advancements in transcatheter valve
design; however, valve deployment still relies largely on single-plane fluoroscopy,
with only gross structures visible [5] and requires the use of nephrotoxic con-
trast medium. One approach to improving the image guidance and reducing the
use of contrast agents is through the DynaCT system (Siemens AG, Erlangen,
Germany). This imaging system provides intraoperative cone-beam computed
tomography (CT) of the aortic root overlaid on a fluoroscopic image [3]. Intra-
operative rotational angiography is performed during rapid ventricular pacing
reducing the amount of contrast delivered and minimizing motion artifacts. Aor-
tic Valve Guide software (Siemens AG, Forchheim, Germany) is used to auto-
matically create a three-dimensional (3D) reconstruction of the aortic valve (AV)
annulus, ascending aorta, cusp points, commissures, and coronary arteries [8].
Subsequently, the segmented image is superimposed on the real-time fluoroscopic
image. The resulting images are used as a guidance tool during AV implantation
and to select an optimal C-arm angulation for fluoroscopy. The optimal C-arm
angle for TAVI deployment occurs when the nadir of all three aortic cusps are
aligned, suggesting the aortic root is perpendicular to the imaging beam [4].



Previous studies have shown that use of an optimal C-arm angle for TAVI de-
ployment is associated with decreased rates of postprocedural paravalvular leak
and reduces the number of contrast enhanced images [8]. Other investigators
have used intraoperative magnetic resonance imaging (MRI) to guide placement
of the valve stent, resulting in successful implantation in animal studies [1]. Al-
though this technique eliminates radiation and contrast medium exposure to the
patients, such intraoperative 3D imaging is not widely available. In comparison
to cone-beam CT and MRI based imaging systems, a transesophogeal echocar-
diography (TEE) based imaging system would be more affordable, portable, and
easily integrated into the operating room. Furthermore, the use of TEE does not
require contrast medium or ionizing radiation. Visualization may be improved by
augmenting the TEE images with virtual representations of the TAVI catheter.
Such augmented reality (AR) guidance systems have previously been used for
other cardiac procedures with only one so far addressing TAVI deployment [7].

The purpose of this proof of concept study was to use an AR imaging platform
for TAVI placement and to evaluate the accuracy of TAVI deployment using this
system. This study presents an imaging guidance system for TAVI placement to
visualize both the TAVI stent and the critical aortic anatomy without exposure
to contrast medium and ionizing radiation. The targeting accuracy of the system
was assessed in both phantom and an ex vivo aortic root models. Furthermore,
a digital phantom study was conducted to determine how consistently the AV
annulus could be defined from TEE images.

2 Methods

2.1 Guidance System

The proposed guidance system consists of an AR environment displaying real-
time ultrasound along with the location of the tracked valve stent and intraop-
eratively defined anatomy. Magnetic tracking sensors were integrated with the
TAVI catheter and TEE probe, allowing geometric models of these tools to be
displayed at their corresponding positions in the AR environment. The phan-
tom and ex vivo studies were performed using the Philips Sonos 7500 (Philips
Healthcare, Andover, MA) with a six degree of freedom sensor was attached to
the TEE probe and a second similar sensor was affixed to the rigid portion of
the TAVI catheter tip. The tracked TEE probe was calibrated using a Z-bar
phantom. Once the valve was crimped onto the catheter, a quick calibration was
performed using a custom-built tracked calibration block designed to hold the
catheter shaft and valve in a precise configuration (Figure 1). This allowed the
crimped prosthetic valve to be magnetically tracked.

For TAVI deployment, visualization of the AV annulus and coronary arteries
is required in order to safely complete the tool guidance task. These features can
be identified using tracked ultrasound image data. Three points defining each
commissure of the AV are identified on the valve annulus. These points define the
valve plane and are displayed to the user along with a tubular spline outlining
the valve (Figure 1). When visible in the echo image, the coronary ostia can also



be delineated by the user and displayed in the guidance system. Virtual models
of the tracked TAVI catheter and TEE probe with an ultrasound fan showing
live video can be displayed relative to the preoperatively defined anatomy. A
target plane is then created at a user defined distance from the commissures
chosen based on the profile of the valve.

Fig. 1. AR guidance (a) system components and (b) valve approaching the target.
TAVI stent and calibration block (c) and calibration procedure (d)

2.2 Surgical Workflow

The standard of care for performing this procedure under fluoroscopic guidance
employs rapid ventricular pacing to effectively arrest the motion of the valve dur-
ing the procedure. Rapid pacing is performed twice during the procedure. First,
to test the leads prior to advancing the catheter into the AV and then again
to arrest cardiac motion as the valve is deployed. Our AR guidance system is
designed to assist the surgeon with establishing the correct location for deploy-
ment of the TAVI valve without fluoroscopy. To achieve this, prior to advancing
the valve catheter, the echocardiographer identifies the three AV commissures
to define the AV annulus. The first rapid pacing provides an ideal opportunity
for acquiring these images as the heart is static and in the same condition it
will be in during final deployment of the valve, obviating the need for complex
valve tracking algorithms. Next, the surgeon determines the appropriate target
depth relative to the AV annulus for the TAVI valve. By overlaying the geomet-
ric models on the real ultrasound image data, the surgeon is able to assess the
accuracy of these representations in real-time. If the features have moved, they
can be redefined before proceeding.

The technology associated with the AR guidance system can be easily in-
tegrated into the operating room. The NDI AuroraTM Tabletop magnetic field



generator is specifically designed to work in the presence of ferrous and conduct-
ing objects. It has a large field of view and easily fits on top of the OR table.
Sensors attached to the TEE probe and surgical tools should not impede normal
OR workflow. The proposed system has a smaller footprint and requires less
equipment than current techniques requiring fluoroscopy. Furthermore, the cost
associated with this technology is much less than alternatives such as intraoper-
ative MRI or cone beam CT.

2.3 Phantom Study

A phantom study was the first step in validating the AR guidance system. In this
study, the targeting accuracy of the guidance system was assessed in a phantom
where the aorta was modeled by a transparent plastic tube with an inner diame-
ter of 23.5mm. The proximal end of the tube was clearly visible in ultrasound and
was used to model the AV annulus. Three points were defined on the TEE image
of the phantom to define the aortic valve plane. Using the guidance system, the
valve was deployed at a specified depth beyond the aortic valve plane. A depth
of 9.5mm was chosen as the target depth for these experiments. Once deployed,
the residual error reported by the guidance system was recorded and the actual
depth of deployment was measured against a ruler attached to the side of the
phantom. Finally, the difference between the actual depth and that recorded by
the guidance system was also reported. This experiment was repeated 8 times
with a single operator controlling the catheter. (Figure 2).

Fig. 2. (a) Experimental setup of the phantom as the catheter is being advanced. (b)
Prosthetic valve after deployment with the depth visible on the ruler. (c) Guidance
system with the tube visible on the TEE image. (d) Guidance system at time of the
deployment shown in b.



2.4 Annulus Localization

The previous experiment assessed the targeting accuracy of the system in a con-
trolled environment where the annulus was clearly visible and well defined in
the TEE images. In vivo, defining the valve annulus is more challenging. It is
essential that the landmarks used to delineate the valve annulus be well defined
with minimal variability in identifying these landmarks. Since the commissures
of the AV are stationary hinge points visible in echocardiography, the guidance
system may use these points to define the AV annulus. To assess the interoper-
ater variability in identifying these landmarks, four subjects identified the three
commissures along the AV annulus in five full volume TEE images of the aor-
tic root in diastole. These images are consistent with standard intraoperative
imaging and provided a view similar to that of rapid pacing.

2.5 Proof of Concept Ex Vivo Study

The next step in validating this AR guidance system was an ex vivo study on
a porcine heart. The operator was asked to deploy the TAVI valve at a target
distance from the annulus based on the profile of the valve. After deployment, the
location of the proximal struts was demarked on the inner surface of the aorta
with a suture. Following collapsing and removing the stent valve, the actual
distance from the proximal valve struts on the ventricular side to the annulus
was measured using calipers (Figure 3).

Fig. 3. (a) Setup for the ex vivo experiment to simulate a mid esophageal view. (b)
Dissected specimen after valve deployments.

3 Results

The signed deployment errors from the phantom deployment studies are reported
in Table 1 with positive errors indicating the valve was deployed posterior to
the desired location. The errors reported by the guidance system were very low,
all less than 0.4 mm from the desired deployment location. Since the guidance
system was the only feedback used in deciding where to deploy the valve, it is



expected that these errors be minimal. The actual error measured from the tip
of the deployed valve prosthesis to the desired deployment location ranged from
-1.7 to 2.6 mm. The mean absolute actual error was 1.2 mm (SD 1.0). The overall
distance error calculated from the difference between the distance reported by
the guidance system and the actual measured distance ranged from -2.0 to 3.0
mm. The mean overall distance error was 1.3 mm (SD 1.1). The variation in

Table 1. Error in Deployment of TAVI Stent in Phantom

Trial 1 2 3 4 5 6 7 8

Guidance (mm) 0.0 0.3 0.1 0.1 0.4 −0.1 −0.4 0.1

Actual (mm) −0.7 −1.7 −0.2 2.3 0.1 −0.7 2.6 0.3

Difference (mm) −0.7 −2.0 −0.3 2.2 −0.3 −0.6 3.0 0.1

localizing the valve commissures is reported in Table 2. The average standard
deviation of the position of the three commissures was recorded for each volume.
The standard deviation in the direction perpendicular to the aortic annular plane
was also calculated. The variation in identifying the commissures was quite low,
especially in the out-of-plane direction, indicating consistent identification of the
commissures between subjects The errors for the two deployments are reported

Table 2. Interoperator Variability in Localizing Valve Commissures

Volume Number 1 2 3 4 5 Mean

Total (mm) 1.1 3.8 1.6 2.3 1.1 2.0

Out-of-Plane (mm) 0.7 2.3 0.5 0.6 0.3 0.9

in Table 3 with overall errors of 6.3 mm and 1.5 mm. As the commissures were
not visible in the single plane echocardiography of the static AV, the nadir points
were used instead.

Table 3. Error in Deployment of TAVI in Ex Vivo Study

Trial 1 2

Guidance (mm) 0.0 −0.5

Actual (mm) 6.3 1.0

Difference (mm) 6.3 1.5



4 Discussion

This study presents an imaging guidance system for TAVI placement to visu-
alize both the TAVI stent and the critical aortic anatomy without exposure to
contrast medium and ionizing radiation. Comparing the results obtained in this
study with existing techniques is challenging. In fluoroscopy studies, the error
in deployment is not reported as the accuracy of deployment is generally de-
termined by the visual inspection of the radiopaque valve. Nevertheless, new
fluoroscopy based image guidance systems augment the real-time fluoroscopy
with overlays showing the 3D aortic root structure obtained from CT. These
studies measure the error in overlay between their own model and real time flu-
oroscopy. While not the same as a true targeting error, these studies provide
a baseline for clinically acceptable errors. For example, the error in overlay of
DynaCT on real-time fluoroscopy has been reported between 1.9±1.5mm and
3.9±3.1mm [2,9]. Generally, errors in positioning less than 5mm are acceptable.

In the phantom study, the errors reported by the guidance system were very
low, all less than 0.4mm from the desired deployment location indicating that
the subject was able to successfully follow the guidance system and deployed
the valve at the indicated depth. The overall distance error was 1.3mm (SD 1.1)
indicating that good valve positioning could be achieved using the AR system.

The digital phantom study was conducted to determine how consistently
the AV annulus could be defined using commissures from full volume TEE im-
ages. The standard deviation of the identified commissure was 2.0mm in 3D and
0.9mm in the out-of-plane direction. The good localization of the fiducials in
the out-of-plane direction indicates these landmarks are suitable for defining the
valve plane.

When the deployment experiment was repeated in an ex vivo aortic root,
the overall distance error increased to 6.3 and 1.5mm in the two trials. This
disparity can be accounted for by the operator’s difficulty in identifying the AV
annulus. While the valve commissures were easily identifiable in static volumet-
ric images of a human patient, these structures were not visible using single
plane echocardiography of ex vivo porcine tissue. Instead, the valve nadir were
used to define the valve annulus but there was considerable uncertainty in lo-
cating these points. It should be noted that the distance from the nadir to the
commissures was approximately 8mm and all points between the nadir and com-
missures where the cusps attached to the aortic wall had similar appearance in
single plane echocardiography. Both trials overshot the nadir plane, consistent
with misidentifying points along the cusp attachments as nadir points. This
study will be repeated with a matrix array TEE capable of volumetric and bi-
plane imaging which will improve annular localization and is consistent with
modern intraoperative echocardiography.

5 Conclusion

This study presents the feasibility of an image guidance system for TAVI place-
ment to visualize both the TAVI stent and the critical aortic anatomy without



exposure to contrast medium and ionizing radiation. The phantom studies in-
dicated that in a well-defined annulus targeting errors on the order of 1mm
were achievable. The localization of accuracy of the commissures in the digital
phantom experiment was also on the order of 1mm. This suggests an accurate
guidance system is realizable using the commissures to define the valve plane.
The errors in the two ex vivo trials of 6.3 and 1.5mm were higher than the phan-
tom results but were consistent with the inability to localize specific points along
the leaflet cusps’ attachments to the aortic wall. This study will be repeated with
a matrix array transducer so that volumetric and biplane images can be used.
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Abstract. We propose a method of automatic detection and segmen-
tation of flow diverters from cerebral C-arm CT images. A probabilis-
tic framework based on a joint appearance and shape model is devel-
oped to locate and trace flow diverters in volumetric data. The proposed
method provides a solution to automating the workflow of intracranial
aneurysm treatment and assessment of flow diverter placement through
post-operative scans.

1 Introduction

Endovascular stenting is a widely used procedure to treat intracranial aneurysms.
Flow-diverter stents such as the Pipeline stent and the Silk stent (Fig. 1 (a))have
been developed in recent years. They form high-coverage mesh once expanded
and thus offer the potential of aneurysm occlusion related to flow disruption [4].
Treatment with flow diverters is promising especially for aneurysms of unfavor-
able morphological features such as wide neck, large size, fusiform morphology,
etc [5] and is gaining widespread acceptance [6]. In this work, we address the
issue of automating the workflow of intracranial aneurysm treatment and the
assessment of flow diverter placement through post-operative scans.

Following a procedure of flow diverter placement, a post-operative C-arm CT
scan is acquired for clinicians to visually assess the outcome of the procedure. As
Fig. 1(b) shows, a flow diverter, as a relatively small device, is difficult to locate
inside brain tissues. A clinician has to manually adjust visualization to locate
the flow diverter and make it more visible for clinical evaluation. In some cases,
further manual segmentation is performed to separate the flow diverter from sur-
rounding image content for quantitative evaluation. Fig. 1(c) shows a close-up
view of the flow diverter in Fig. 1(b) after manual adjustment of the visualiza-
tion. To obtain quantitative measurements of flow diverter placement such as
its diameter and length, manual segmentation may be required to separate the
flow diverter from its surroundings. To eliminate the need of manual adjustment
which is difficult and time consuming, we propose a method of automatic detec-
tion and segmentation of flow diverters using both image appearance and object
shape information. The proposed technique enables further quantitative analysis
and measurement of flow diverter placement.



(a) (b) (c)

Fig. 1. Flow diverter image. (a) Silk stent [11]. (b)Visualization before manual ad-
justment with an arrow pointing to the flow diverter. (c) Visualization after manual
adjustment of window center and window width and zooming.

Though automatic detection and segmentation of flow diverters in post-
operative brain images is a relatively new research topic, several techniques have
been developed for segmentation and registration of stent grafts. In [1], Klein et
al. proposed a graph-based method to automatically segment stent grafts and
obtain a geometric stent model from CT data. In [2], Langs et al. presented
a learning framework to segment endograft wires and estimate their shape de-
formation from cardiac gated CT sequences. In [3], Demirci et al. described a
registration framework to automatically match a 3D model of the stent graft to
an intraoperative 2D image showing the device. Our method focuses on auto-
matically identifying a flow diverter and estimating its tubular shape model for
optimal visualization.

2 Method

An expanded flow diverter is seen as a convoluted tubular object in a C-arm CT
image. Our goal is to automatically detect, locate and extract the flow diverter
from a volumetric data. As shown in Fig. 1(c)(d) where an 2D multi-planar
rendering (MPR) view of two cerebral images with flow diverters in the central
regions is displayed, it is relatively easy to separate a flow diverter from brain
tissues due to the difference in their intensity values, but there is considerable
similarity between flow diverters and bony structures in terms of the intensity
levels and the local image appearance. In addition, the radii and length of the
expanded flow diverters vary in different cases, and so does the image resolution.

To deal with these challenges, we have developed a learning-based approach
which forms a joint appearance and shape model for flow diverter detection
and shape estimation in volumetric images. The method consists of two key
elements, a learning-based appearance model and a three-dimensional tubular
shape model. Fig. 2 illustrates the major steps of the proposed method. First,
an orientation invariance appearance detector is used to determine the potential
locations of a flow diverter. By analyzing the probability map of the appearance
detector, we generate multiple hypotheses of flow diverter locations. Then a
Bayesian framework is applied to examine each hypothesis, where a tubular
shape model and a cross section appearance model are used to trace the flow



Fig. 2. Diagram of flow diverter detection.

diverter and verify the hypothesis. The techniques involved are presented in the
following discussions.

2.1 Orientation invariant appearance-based segment detector

A flow diverter may appear at an arbitrary location and orientation in a volu-
metric image. The first step of the proposed method is to determine the location
information. An appearance-based flow diverter segment detector is learned from
flow diverter images to perform the task.

As Fig. 3(a) shows, two sets of training samples are generated from annotated
flow diverter images where the ground truth of the flow diverter centerline and
radii has been obtained through manual annotation. A positive sample (I, l = 1)
is defined as a local box (i.e subvolume) I placed on a centerline point of a flow
diverter and containing a short segment of the flow diverter. The size of the
box is proportional to the local radius of the flow diverter segment. A negative
sample (I, l = −1) is defined as a local box I with a fixed size placed in regions
that do not contain flow diverters but have high intensity values and strong
image gradients such as edges of bones. We then use the Adaboost algorithm
[7] to learn a binary classifier that separates segments of flow diverters from
other image structures. In practice, many other classification algorithms can be
used as well. To make the appearance detector invariant to the local orientation
of flow diverters, the set of positive training samples is constructed to include
flow diverter segments from uniformly distributed orientations. From each local
segment of annotated flow diverters, we generate multiple training samples by
assigning the segment a set of synthesized orientations uniformly sampled in
the three-dimensional sphere. Steerable features [9] calculated from local image
gradients, intensity and symmetry around the centerline point are used to learn
weak hypotheses {hj(I)}. The scale of the steerable features is proportional
to the size of the local segment. The number of steerable features remains the
same for all training samples. Adaboost learns a strong hypothesis by combining
multiple weak hypotheses, f(I) =

∑
j αhj(I). The posterior probability of a

local subvolume I belonging to the positive class, i.e. containing a flow diverter
segment, can be formulated as [8]

Pseg(l = 1|I) = ef(I)

ef(I) + e−f(I)
(1)

To determine the location of a flow diverter, we scan through the entire volume
and calculate the posterior probability of the segment detector for all voxel
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Fig. 3. (a) Training samples for flow diverter segment detector. (b) Curved tube model.

locations. A 3D probability map is hence produced by the appearance-based
detector. The value at a location indicates the probability that a flow diverter
appears and is centered at that location (Fig. 5(b)). Since flow diverters appear
in high intensity levels, to reduce the computation, a pre-processing step can be
introduced in practice to quickly rule out homogeneous image regions with low
intensity values and set their probability to a low value instead of computing
the classifier response exhaustively.

2.2 Joint appearance and shape model

The appearance-based segment detector provides orientation invariant location
information, where points on a flow diverter’s centerline tend to have high prob-
ability values. To further estimate the orientation and shape information of the
flow diverter, a probabilistic framework incorporating a joint appearance and
shape model is adopted. The 3D shape of an expanded flow diverter can be mod-
eled as a curved tube and represented by a centerline curve and the associated
radii shown in Fig. 3(b). Consider a parametric representation {x(t, Θ), r(t, Θ)},
where x(t, Θ) and r(t, Θ) represent respectively the centerline curve and the
corresponding radius with parameter Θ. An example representation is the para-
metric spline, where Θ comprises a set of control points. Without loss of gen-
erality, we can represent the tube by a set of discrete centerline points and the
corresponding radii {xk = x(tk), rk = r(tk) : k = 1, . . . ,M} (Fig. 3(b)). Denote
x1:M = {x1, . . . ,xM} and r1:M = {r1, . . . , rM}. Our problem becomes to esti-
mate the parameters {x1:M , r1:M} from a given image. Note that the parametric
tube representation {x(t, Θ), r(t, Θ)} can easily be derived from {x1:M , r1:M}
through spline interpolation. The Bayesian formulation of the problem is writ-
ten as

p(x1:j , r1:j |I) ∝ p(x1:j−1, r1:j−1|I)pS(xj , rj |x1:j−1, r1:j−1)pA(I|x1:j , r1:j) (2)

where pS(xj , rj |x1:j−1, r1:j−1) defines a shape model as the conditional proba-
bility distribution of the location of a centerline point x and the corresponding
radius rj given the location of all the preceding points and the associated radii.
pA(I|x1:j , r1:j) defines a local appearance model as the likelihood of local image
appearance at a given centerline point {xj , rj}.



(a) (b)

Fig. 4. Local appearance model. (a)Flow diverter cross section image and radial profile
samples. (b) Intensity profiles in 16 radial directions (shown in red) and the correspond-
ing match filter (shown in blue).

Assume that a set of centerline points {x1, . . . ,xj−1} and associated radii
{r1, . . . , rj−1} have been identified. A smooth centerline curve x(t) and a radius
function r(t) can be obtained through spline interpolation. If we assume C1

continuity of x(t), the location of the next centerline point xj can be predicted
from the tangent x′(t = tj−1) ≈ (xj−1 − xj−2)/(tj−1 − tj−2) as x̂j = xj−1 +
x′(tj−1)(tj − tj−1). We formulate the shape model pS as

pS(xj , rj |x1:j−1, r1:j−1) = G(xj ;xj−1 + x′(tj−1)(tj − tj−1), σ
2
xI) · G(rj ; rj−1, σ

2
r)
(3)

where G(z; z0, Σ) denotes a Gaussian distribution with mean z0 and covariance
Σ. The shape model imposes a smoothness constraint on the centerline and
radius of the curved tube. The model parameters {σ2

x, σ
2
r} can be estimated

from the ground truth {xj , rj} of flow diverter examples by fitting Gaussian
models to the ground truth data.

The local appearance model pA is defined on the intensity profiles from the
cross section image of the flow diverter. As Fig. 4(a) shows, a cross section image
is generated from a local 2D plane orthogonal to the centerline curve. The local
stent strut appears as a bright ring in the cross section image. To model the
local image appearance, we sample intensity profiles along multiple radial direc-
tions. Fig. 4(b) shows the normalized intensity profiles in 16 radial directions.
Denote the normalized intensity profile sampled in the i − th radial direction
as Ip,i(xj ,x′

j , rj) = [Ip,i,−n(xj ,x′
j , rj), . . . , Ip,i,0(xj ,x′

j , rj), . . . , Ip,i,n(xj ,x′
j , rj)]

(i = 1, . . . , n). A symmetric match filer fp = [fp,−n, . . . , fp,0, . . . , fp,n] is defined

by an exponential function fp,k = ce−γk2
, where c is a normalizing factor and

γ is estimated from the ground truth intensities. The local appearance model is
defined as

pA(I|x1:j , r1:j) = pA(I|xj ,x
′
j , rj) =

n∏

i=1

G(Ip,i(xj ,x
′
j , rj); fp, σ

2
AI) (4)

The intensity profile is modeled as a Gaussian distribution with mean fp and
covariance σ2

A estimated from the data.



2.3 Flow diverter detection

Flow diverter detection is implemented as hypothesis generation followed by
hypothesis verification. As Fig. 5(b) shows, the 3D probability map generated
by the flow diverter segment detector is first smoothed, and the local maxima
in the smoothed probability map are located. These local maxima are used as
seed points to establish hypotheses of flow diverter centerlines. Starting from
each located seed point, the hypothesis validation step traces a flow diverter
centerline and associated local radii using the joint appearance and shape model
(2). The detection algorithm is summarized as follow:

– Smooth the 3D probability map with a low-pass Gaussian filter; detect local
maxima {zk} in the smoothed probability map (Fig. 5(b));

– At each local maximum point zk, establish a centerline hypothesis by setting
x1 = zk, and compute the maximum likelihood (ML) estimate of the tangent
direction x′

1 and radius r1 using the local appearance model (4)

{x̂′
1, r̂1} = argmaxx′

1,r1
pA(I|x1,x

′
1, r1) (5)

– Trace the centerline in the tangent direction by iteratively computing the
ML estimate of the next centerline point xj and radius rj for (j = 2, 3, . . .)
using the joint appearance and shape model (2)

{x̂j , r̂j} = argmaxxj ,rjpS(xj , rj |x1:j−1, r1:j−1)pA(I|xj ,x
′
j , rj) (6)

– Stop tracing if the likelihood of the appearance model pA(I|xj ,x′
j , rj) falls

below a pre-determined threshold;
– Repeat centerline tracing in the opposite direction, and connect two sets of

traced centerline points at x1;
– If multiple hypotheses are detected, the likelihood defined in (2) is compared

with a pre-determined threshold to accept or reject hypotheses.

Fig. 5 shows the intermediate results of hypothesis generation and verification.

3 Results

The proposed method was tested on 9 clinical datasets each containing a flow
diverter. The image resolution varies between 0.088mm and 0.216mm. The radii
of flow diverter vary between 1.57mm and 2.15mm from manual annotation.
The appearance detector was learned from a total of 56180 positive samples
and 195303 negative samples with image resolution of 0.5mm. A test image was
first resampled to the fixed resolution 0.5mm before flow diverter detection was
applied. Out of 9 datasets, flow diverters were correctly detected in 8 cases where
the entire flow diverter was detected and completely traced. Flow diverter was
detected and only partially traced in 1 case. The results are shown in Fig. 6.



(a) (b) (c)

(d) (e)

Fig. 5. Flow diverter detection. (a) Input volume. (b) Probability map. (c) Smoothed
probability map. (d) Seed points displayed on input image (shown in red). (e) Traced
centerline points (shown in red).

4 Conclusions

We have presented a probabilistic framework for automatic detection and seg-
mentation of expanded flow diverters in cerebral C-arm CT images. A joint
appearance and shape model is used to fuse the information of flow diverter
shape and local appearance information obtained by learning. Promising results
have been shown on several clinical data. The proposed method can bring clinical
benefits by automating the post-operative workflow and providing quantitative
measurements to assess flow diverter placement. Our future work is to improve
the accuracy of the shape estimation and extend the method to other types of
stent devices. In addition, quantatative evaluation will be performed to compare
the results produced by the automatic algorithm against manual annotation.
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Abstract. Endovascular repair (EVAR) of Abdominal Aortic Aneurysms
(AAA) requires a precise knowledge of the patient anatomy in order to
choose or design the appropiate endovascular graft so as to avoid com-
plications during and after intervention. We describe our eVida Aorta
CTA-based system for EVAR planning, which includes a semi-automatic
aorta lumen segmentation and advanced vascular analysis, intuitive 3D
visualization tools, quantitative diameter and length estimation follow-
ing different user-selected workflows and overall an intuitive interface
allowing supervision of intermediate analysis and planning steps.

Keywords: aorta, Abdominal aortic aneurysm, AAA, endovascular aneurysm
repair, EVAR, planning, endograft, stent, Computed Tomography Angiography,
CTA, lumen, segmentation, quantification

1 Introduction

An Abdominal Aortic Aneurysm (AAA) is a localized dilation of the abdominal
aorta, due to a weakening and ballooning of the vessel wall, exceeding the normal
diameter by more than 50%. Surgery is recommended when the rupture risk is
more important than the surgery risk. Current guidelines suggest intervention
when the aneurysm diameter is >5.0-5.5 cm.

Endovascular Aneurysm Repair (EVAR) is a minimally invasive alternative
to open surgical repair developed in the 1990s [1] involving the development
and fixation of a stent-graft via catheterism. This excludes the damaged wall
from circulation and creates and intraluminal thrombus which tends to shrink
after a successful intervention. The intervention, not absent of risks, is much less



aggresive that open surgery and has significantly lower operative mortality [2].
However, the aneurysm, although excluded, is not eliminated and the technique
has its own problems due to wrong fixation, recurrent flow into the thrombus area
(endoleaks) or device wear, which may require a re-intervention. It is expected
that improved pre-operative planning and patient-specific endograft design may
reduce EVAR complications.

Pre-operative planning is performed on the basis of CTA imaging by per-
forming patient-specific measurements (diameters and lengths) which allow the
selection of the most suitable endoluminal device from a catalogue. However,
the use of fenestrated endografts (f-EVAR) is proliferating, since they provide
a better personalization and fixation, specially in cases of complex anatomies.
These endografts are fixed suprarenally by providing fenestrations for involved
subsidiary arteries in which auxiliary stents are fixed. Sometimes these endo-
grafts are designed specifically for a given patient, requiring precise design tools
involving the definition of the size and position of the fenestrations based on
quantitative image analysis. Apart from a few vascular modules in worksta-
tions, such as Syngo CT Vascular Analysis (Siemens AG, Erlangen, Germany)
or VessellQ Xpress CT (General Electric, Fairfield, CN, USA) only very re-
cently similar specific tools have been developed such as the EndoSize system
(Therenva SAS, Rennes, France) or the SOVA.evar OsiriX plugin (SOVAmed
GmbH, Koblenz, Germany)

We describe our eVida Aorta (eMedica S.L., Spain) EVAR planning tool
which, based on a preliminary aorta segmentation and vascular analysis allows
to perform in a intuitive manner the quantitative measurements necessary for
the selection and design respectively of standard and fenestrated endografts. It
provides a combination of features not present in other softwares (although some
of them exist individually), such as a complete aortic tree segmentation, an auto-
matic centerline extraction with a single seed point, quantitative measurements
at any point, three types of planning workflow (non-fenestrated, fenestrated and
free), an almost fully 3D planning with visual cues and overall an intuitive user
interface which also includes a supervision of the intermediate analysis steps and
parameters with visual feedback for quality control of the final results.

2 Segmentation of Aorta and Branches

Lumen segmentation in contrasted images may seem a simple task. However,
some difficulties arise when trying to develop a general system without special
hardware requirements:

– Non uniform contrast : CTA contrast is not uniform along the aorta and
branches due to their length which produces an intensity bias in the lumen.

– Dataset size: last generation scanners provide hundreds of slices for the vol-
ume of interest, which requires a method which is not too computationally
expensive.

– Tortuousity : tortuosity of branches requires a fully 3D approach for the aorta
versus slice-by-slice approaches.



– Shape variability : relevant vessels are of different size and the aorta lumen
and specially the aneurysm may not locally be regarded as a tubular struc-
ture due to its large diameter.

– Adjacent structures : some adjacent structures of similar intensity may diffi-
cult segmentation, such as vertebrae or calcifications.

– Noise and artifacts: i.e. image noise and streak artifacts.

Different extraction methods may be considered for vascular structures [3].
For this application, we discarded centerline-based methods, which make use of
multi-scale differential or integral operators, because they are too slow for such
large vessels and fail to detect the boundary with precision. Active contours and
deformable models where also discarded being computationally expensive and
having a complex parameter setting for clinical users. A standard region-growing
approach with fixed thresholds did not work due to the mentioned contrast in-
homogeneities. Adaptive measurements based on confidence criteria as imple-
mented in [4] were not successful either, since adaptive threshold recalculation
was computed each time for even larger regions.

For this purpose, we developed a novel adaptive region-growing approach,
which is an improvement of the method described in [5]. The inclusion criteria,
based on a lower and upper limit for voxel intensities, is recalculated on the basis
of the last voxels included in the segmentation and corresponds to the interval

[ x̃(B) (1− kσ̃(B)) , x̃(B) (1 + kσ̃(B)) ] (1)

where x̃(B) is the median of the set B, σ̃(B) its median absolute deviation
(MAD) and k is a multiplying factor used as parameter. Median-based statistics
were used since they are more robust against outliers. Furthermore, a conser-
vative absolute upper threshold was set to prevent possible leaks to adjacent
structures such as vertebrae. The approach provides the simplicity and speed of
a standard region-growing approach with increased robustness.

3 Vascular Image Analysis

The objective of the vascular image analysis stage is to obtain a set of cen-
terlines that can be the basis for obtaining quantitative diameter and length
measurements, and to obtain high level information from the vascular topology.

First, an initial voxel-based set of centerlines is obtained by skeletonization
via distance-based homotopic thinning. The resulting skeleton cannot be used
directly since centerlines are noisy, due to the sensitivity of these methods to
surface irregularities. Spurious branches and loops are also present, due to the
non-tubular local nature at some parts of the aorta, but specially in the aneurysm
region.

In order to solve these issues and perform high level analysis, such as auto-
matic identification of branches, a vessel graph is created from the raw skeleton.
Bifurcation points are identified and assigned a vertex on the graph and cen-
terlines connecting vertices are assigned to edges of the graph. This requires



strategies for exploring the voxel-based skeleton and for grouping adjacent bi-
furcation points into single vertices.

Centerlines assigned to edges are then pruned, by setting a minimum branch
length, and smoothed, by a simple averaging window of small size. Graph loops
are identified and removed using a breadth-first-search algorithm where the most
tortous segment is removed in order to resolve the loop.

4 Quantification for Endograft Planning

Quantitative image analysis is performed on the basis of the extracted center-
lines (Fig. 1). Length estimation is simple if there are no intermediate branches
between the selected points and is performed by accumulating interpolated dis-
tances between centerline points. If a bifurcation is present, then the length esti-
mation involves different centerline segments, and these have to be first identified,
by using a breadth-first-search graph algorithm. Their corresponding centerline
distances are then accumulated to obtain the final length.

Diameter estimation is problematic since the precise extracted section plane
may be very sensitive to irregularities in the centerline, some of them not com-
pletely solved by the initial smoothing. In order to perform section estimation
we locally adjust a third-order B-Spline that interpolates neighbour centerline
points at the desired location. This allows us to compute the tanget to the
centerline in a robust manner, which defines the local section plane. From this
section plane, section boundaries are identified by a ray-casting strategy, outliers
removed and the final diameters obtained (max, min, average).

Fig. 1: Centerline-based diameter and length estimation.



5 User Interface

5.1 Segmentation Wizard

The Segmentation Wizard (Fig. 2) guides the user through the segmentation
and vascular analysis stages. The user interface is intended to be as simple as
possible, with minimal and intuitive parameter setting, but allowing for some
fine grain control in order to improve the final result. Visual feedback is provided
in all the stages for supervision of the intermediate results. The wizard consists
on the following stages:

1. Initialization: the user is able to select some optional stages, such as VOI
selection and image smoothing.

2. VOI Selection: reduces computational cost since datasets may be very large.
3. Image Smoothing : performs anisotropic smoothing for noisy dataset, but

usually is not required.
4. Lumen Segmentation: the user selects a single seed point on the first slice.

Additionally the user may select the multiplying factor k and the size of the
buffer B if the default values are not optimal. Global thresholds may also be
set to prevent leaks to adjacent structures, although this circumstance is not
common. Segmentation results can be visualized and parameters re-adjusted.

5. Post-processing : a dilation of one voxel is usually required to refine the
boundary and the user has the possibility of close the gaps up to a given
size.

6. Vascular Analysis: the vessel graph is created and parameters for prunning
and smoothing may be adjusted. The results are shown as 3D models of the
aorta lumen and branches and corresponding centerlines.

7. Conclusion: resulting segmentation, centerlines and parameters can be saved
for later use or directly used in the application.

Fig. 2: Lumen segmentation (left) and centerline extraction (right) in eVida

Aorta Segmentation Wizard



5.2 Endograft Sizing and Design

The Endograft Sizing and Design Module allows the user to perform the mea-
surements necessary to choose or design and endograft based on the patient
specific vascular anatomy. Measurements are performed on a 3D model of the
aorta and branches and corresponding centerlines. Different types of planes can
be visualized for support, such as MPR planes in 3D space and sections normal
to the centerline. The system is also able to reproduce the C-arm rotations.

Length measurements are performed by directly clicking on the surface of 3D
model of the aorta at the two desired locations. A highlighted centerline segment
is displayed between the selected points. To perform diameter measurements,
the user clicks on the 3D model which selects the closest centerline point and
displays the estimated section. This position can be adjusted interactively. The
estimated diameter is also displayed in a sectional view but the user may choose
an alternative diameter interactively. This is useful for example in bifurcations
where greater control may be desired. The process is guided by selecting any of
three possible workflows:

– Standard (endograft) mode (Fig. 3): a standard non-fenestrated endograft is
chosen because there is free space for fixation of the device in the infrarrenal
area. The application guides the surgeon for selecting the points at the aor-
tic neck, bifurcation and iliac arteries and calculates length between these
points. Diameters are automatically calculated at 5 and 10 mm. from each
of these locations, in order to take into account diameter variations.

– Fenestrated (endograft) mode (Fig. 4): fenestrated endografts require the
definition of the above standard diameters and lengths plus additional mea-
surements that define fenestrations for the celiac trunk, superior mesenteric
artery and renal arteries. Fenestrations are defined by measuring their height
as measured from the top of the endograft, clock position and diameters of
the fenestration and aorta at that location.

– Free mode: the user is allowed to perform any length and diameter measure-
ments and these are recorded accordingly.

Finally, a report is generated with the relevant design parameters and visual
information that can be handled to the endograft vendor for fabrication.

6 Initial Validation

One concern in this kind of complex vascular analysis is whether quantitative
measurements are realiable and how each intermediate process affects the final
result. For this purpose we have developed an initial validation methodology that
takes into account the different image processes involved and their parameters, to
estimate to which extent they contribute to the length and diameter estimation
errors. The methodology is tested in synthetic datasets (i.e. cylinder, volumetric
toroid or helix) where the centerlines and diameters are precisely known, since
they are generated procedurally, and can be used as ground truth. The complete



Fig. 3: Non-fenestrated endograft workflow in eVida Aorta application.

Fig. 4: Fenestrated endograft workflow in eVida Aorta application.

process is described in detail in [6], but we enumerate here to the possible sources
of errors as a summary of the approach:

– Segmentation Error : depends on the segmentation approach. For a success-
ful segmentation we assume an error of about one voxel. Although diameter
estimation is performed directly on the source image at sub-voxel precision,
the segmentation error affects subsequent processes such as centerline esti-
mation which in turn determines diameter and length.

– Centerline Error : depends mainly on the rugosity of the segmented surface,
on the image resolution, due to the voxel-wise nature of the extracted cen-
terline, and on the size of the window used for centerline smoothing.

– Length Estimation Error : absolute difference in length between the measured
and the ground truth length of the extracted centerlines in the synthetic
dataset.



– Diameter Estimation Error : absolute difference in diameter between the
measured and the ground truth diameters at each point of the extracted
centerlines.

We tested the influence of image resolution, vessel curvature and centerline
smoothing in the final measurements for volumetric cylinders, toroids and helices
of different sizes, demostrating the relevance of obtaining precise and smooth
centerlines. Next steps will involve performing similar experiments in simulated
and/or real CT data, possibly involving phantoms with known geometry.

7 Conclusions

We have developed the eVida Aorta CTA-based system for AAA EVAR planning
which is able to guide the user in obtaining relevant vascular quantitative and
qualitative information for the design of the most suitable endograft. It performs
advanced vascular analysis of the aorta, provides an intuitive 3D visualization
and interaction environment and a workflow that guides the user through all
the process. The system is centered in providing the necessary usability and
robustness, but allowing for supervision of the intermediate steps and results
that leaves the final decision in hands of the surgeon.

The system is currently in the process of clinical validation that demon-
strates its utility for planning of EVAR interventions. The ultimate long-term
goal would be to demonstrate the hypothesis that a better customized stent
selection may improve success and long term survival of EVAR interventions.
Future work involves further validation, automating some parts of the design
process, extending the system to handle the planning of EVAR interventions of
Thoracic (TAA) and Thoraco-abdominal (TAAA) aortic aneurysms and trying
to simulate the deployment of the designed endograft.
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